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Abstract

In comparing the mean count of two independent samples, some practitioners would use the t-test
or the Wilcoxon rank sum test while others may use methods based on a Poisson model. It is not
uncommon to encounter count data that exhibit overdispersion where the Poisson model is no longer
appropriate. This paper deals with methods for overdispersed data using the negative binomial
distribution resulting from a Poisson-Gamma mixture. We investigate the small sample properties
of the likelihood-based tests and compare their performances to those of the t-test and of the Wilcoxon
test. We also illustrate how these procedures may be used to compute power and sample sizes to
design studies with response variables that are overdispersed count data. Although methods are based
on inferences about two independent samples, sample size calculations may also be applied to
problems comparing more than two independent samples. It will be shown that there is gain in
efficiency when using the likelihood-based methods compared to the t-test and the ilcoxon test. In
studies where each observation is very costly, the ability to derive smaller sample size estimates with
the appropriate tests is not only statistically, but also financially, appealing.
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1. INTRODUCTION

Magnetic Resonance Imaging (MRI) is a widely used tool in Multiple Sclerosis (MS), often
to provide count data of abnormally appearing areas of the brain called lesions. These lesions
do not occur in a manner consistent with either the Poisson distribution, usually used for count
data, or normal distribution. In many cases, the mean is reasonably small, and overdispersion
is observed across observations, and it is not predicted by the simple Poisson model. A typical
solution to this problem is to consider the family of mixed Poisson distributions with probability
mass function (pmf)
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where f(v) is the known density of a mixture distribution for v, where v is the mean of the
Poisson model. If we let f(v) be a density of Gamma distribution, with scale parameter x/#and
shape parameter %, the resulting marginal distribution of the count random variable Y is a
negative binomial distribution (NB), denoted by NB(u, 2%, with pmf

C(y+9) T
P(Y=y)=—>. a

= , y=0,1,..., 9>0, 0
TOTOHD) @)@ ke

where I'(-) is the gamma function. In this case, the mean and variance of Y are E(Y) = and V
(Y) = u + %19, respectively. For a fixed x, NB gets closer to Poisson as # — oo (For additional
discussions and applications of Poisson mixture models, readers may refer to Grandell
(1997), Hougaard, Lee, and Whitmore (1997) and J. Lawless (1987).)

This paper is motivated by the problem of sample size and power calculations to design clinical
trials in MS. The outcome variable of interest is the number of gadolinium enhanced lesions
as obtained from MRI. The objective is to examine treatment effects measured by the change
in the mean number of lesions based on the comparison of two independent groups. Most
studies involving MRI lesion counts utilize the nonparametric Wilcoxon rank sum test in their
analyses (cf., Nauta et al. (1994), Truyen et al. (1997), Tubridy et al. (1998)). Wilcoxon rank
sum test is an alternative method to t-test for comparing two independent samples without
assuming the samples came from normal distributions. This method is based on the ranks of
the combined observations from the two samples and is known to be less powerful than its
parametric analog. (For more details of this test procedure, see for instance Lehmann (1975).)
Recently, the mixed Poisson family of distributions was considered to model lesion counts. In
Sormani et al. (1999a, 1999b), they showed that negative binomial model gave a relatively
good fit to this type of data. With an assumed parametric model, one may be able to develop
more powerful tests and construct confidence intervals for treatment effect. Another important
aspect in clinical trials is sample size and power calculations. In the late 1990’s, the
nonparametric resampling method proposed by Nauta et al. (1994) was the method utilized by
most researchers in this area to do power analysis (cf., Truyen et al. (1997), Tubridy et al.
(1998), Sormani et al. (1999b)). Sormani et al. (2001b) proposed a parametric resampling
method to compute sample size and power using historical data to estimate the parameters of
the negative binomial distribution, and then employ the Wilcoxon rank sum test to evaluate
the power. If the negative binomial distribution is an appropriate model for lesion counts data,
parametric tests based on the negative binomial model will be shown to be more efficient, i.e.,
smaller sample size needed to achieve the same power.

In Section 2, we derive and investigate statistical inference methods for comparing two
independent negative binomial distributions using the likelihood function. The goal is to help
researchers understand the ideas behind the derived test procedures and choose the best method.
In Section 3, we simulate the power and type | error rates of the likelihood-based procedures
via Monte Carlo simulations, and compare them with the Wilcoxon two-sample test and the
conventional t-test. In Section 4, we investigate the robustness of these tests when the
assumption of common overdispersion parameter is violated. We illustrate how to numerically
compute sample size and power of the likelihood-based method in Section 5. Finally, we
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provide an example using results from a clinical trial in MS in Section 6. We end the paper
with some concluding remarks. For ease of reading, proofs are presented in the Appendix.

2. Tests and Confidence Intervals

Suppose that we have two independent random samples Xj,..., X, with pmf NB(uyx, #) and
Y1,..., Yn with pmf NB(uy, dy). Under this setting, let ux = x and & = #and assume that zy
=yu and By = 4, where u, ¥, and y are positive-valued parameters. The assumption that %y =
?y is indeed a restriction but, as will be shown in Section 4, the likelihood-based methods are
reasonably robust to this assumption.

We are interested in making inference about y using likelihood methods. In clinical research,
y typically represents the treatment effect. If y = 1, then we say that there is no evidence of a
treatment effect. Otherwise, there is treatment effect. Although we assume that y only affects
wand not 4, variance of Y is also affected by y since V/(Y) = yu+y2u2/ . For test of the hypothesis
about y, we consider the general case of testing Hy: y = yg versus Hg: y # yg. It should be noted
that the negative binomial model considered in this paper no longer belongs to the exponential
family of distributions because ##is unknown. However, it still satisfies the conditions (see for
instance Bickel and Doksum (2001) pp. 384-385) necessary for the asymptotic results of
likelihood-based inferences.

In the subsequent discussions, we use the notations: z,, to denote the (1-«)100t" percentile of

a standard normal distribution, y2 (k) to denote the (1-)100t percentile of a chi squared
distribution with k degrees of freedom, W () to denote the digamma function and ¥’ () to
denote the trigamma function.

2.1. Generalized Likelihood Ratio Test

One of the popular methods for deriving statistical test procedures is based on the generalized
likelihood ratio. For a vector of parameters #€®, the generalized likelihood ratio test (GLRT)
for Hp: €@ versus Hy: 8 € O— Oy is defined as

_sup {L(x,y;6):0 € O}
 sup {L(x,y:0):0 € O}

A(x,y)

where L(X, y;0) is the likelihood function. We obtain sup{L(x, y; 8): 8 € @} by maximizing
the likelihood, L(X, y; ¥, u, y) or equivalently, the log likelihood under the unrestricted
parameter space given by

m m
InL(x,y;9,u,y)= — (m+n)In[(#)+ Y, In['(x;+3) — X In['(x;+1)
i=1 i=1
+ 2 In[(yj+9) — X In['(yj+1)+(m+n)dnd+(ny)lny
j=1 j=1

+(mx+ny)lnu — m (P+X)In(F+w) — n (F+y)In(d+yw) 2.1)

where m and n are the respective sample sizes of x and y. On the other hand, sup{L(x, y; ):
0 € O} is obtained by maximizing the likelihood under Hgp: y = 7.

In the next two lemmas, we obtain the MLE under both the unrestricted and the restricted
parameter spaces.
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Lemma 1—Let Xq,..., X, be iid random variables from NB(u, ) and Yy, ..., Y, be iid random
variables from NB(yu, ), where XLs and Yjs are independent. In the unrestricted parameter
space @, the MLEs for  and y are z = X and y = y/x; respectively, and the MLE #for #solves
the equation

I+x 9+y (2.2)

Lemma 2—Using the assumptions of Lemma 1, when y = yq is known, the MLE for g is given
by

- — 2 = _
— \/[/n(yof—z‘}o)ﬂr(?—yoﬁo)] +499yo (m+n)(mx+ny)
Ho= _ _ 2yo(m+n)
m(yox—9)+n(y—yodo)

2y0(m+n) (2.3)

and the MLE %, for 1%, solves the equation

— m s n s a
0= — (m+n) [‘{’(19()) - 1] + Y P(xi+30)+ Y, P(y;+99)+min o
i=1 i do+Ho

Jriln (7 ”AOA )_ n@oiﬂ B Q(%*f’.
Jo+yoHo Jo+o Jo+yoHo (2.4)

Using the results of these lemmas, we now obtain the Generalized Likelihood Ratio Test
(GLRT) and corresponding confidence interval for y.

Theorem 3—Define the generalized likelihood ratio statistic as
x?= - 2Ind= — 2[InL(x,y3H0:90,Y0) — MLOGYL0,7)],

where yg is known, the function In L(x, y; «, %4, y) is defined in (2.1) and g, ¥, 1, ¥4, and y are
defined in Lemmas 1 and 2. Under the conditions defined in Lemma 1 and Lemma 2,

1. an approximate a-level test for Hy: y = yg versus Hg: y # yg rejects Hy when
x>>x2(1); and

2. an approximate (1-)100% confidence interval for y is the set of yg values such that
p— valuezP{,\/E>/\/§(l)} > .

2.2. Wald’s Test

Another likelihood-based test, known as the Wald’s test, utilizes the large-sample properties
of the MLE which we present in the next theorem. We first derive Wald’s inference procedures
about y using the properties of .

Theorem 4—Under the conditions defined in Lemma 8 in the Appendix, Zy | = (y — y)/aA}} has
an asymptotic standard normal distribution where
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= [ mE@+9)+ny9+0)]

mnox (2.5)

Consequently,
1. an approximate a-level test for Hy: v = yg versus Hy: y # yp rejects Hg when
ng >,\/[2Y(1), where

0y

) (7— yo)zzw/x) -l

Xwr =
Wi o2

1. an approximate (1-¢)100% confidence interval for y is the set of yg values such that
p — value=P{x;, >xo(1)} > , or equivalently, y + 2, a.

We also consider Wald-type procedures based on a differentiable monotonic function, g(y),
for y > 0, for the purpose of stabilizing the variance of y. In the next section, we will consider
a few transformations and choose the best based on the simulated type | error rates and power
levels, particularly in the case of small sample and more overdispersed data. Using the Delta
Method and Slutsky’s theorem, it can easily be shown that Zyy, = [9(7) — 99’ (y) o;] has an
asymptotic standard normal distribution where y = y/xand o, Is as defined in equation (2.5).
Thus, an approximate a-level test for Hp: g(y) = 9(yg) versus Ha: g(y) # g(yo) rejects Hg when

2 )
X, >Xa(1), where

2 :[ 2y - g()’o)r
We g’@(’f; ’

and an approximate (1 — «)100% confidence interval g(y) is given by g(y) + 2,2 9'(9) o;. If we
let Ug and L4 denote, respectively, the upper and lower confidence limits of this interval, then
an approximate (1 — «)100% CI for y based on g(y) is given by [g1(Ug), g2 Lg)].

2.3. Score Test

The third likelihood-based inference method is called the score or Rao’s test, which utilizes
the asymptotic property of the vector of score statistics, U(#), defined as the vector of partial
derivatives of the likelihood function with respect to the parameters, i.e., U(@) = 0 In L(X, y;
0)/00. From large-sample theory of score statistics (c.f., Cox and Hinkley (1974)), U(8)'2(6)
U(#), where X(0) is defined in equation (8.2) in the Appendix, converges to a multivariate
normal distribution. The next theorem applies this asymptotic result to the setting of interest.

Theorem 5—Under the conditions defined in Lemma 2, an approximate a-level test for Hyp:
y = yo versus Hy: y # yg rejects Hp when ,\/z >x2(1) where

5= & - Hoyo)’ {"50[m(50+70ﬁ0)+n70(50+71\0)] }
s —~ ) =
(Fo+yoro) Yoo
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and % and 1 are defined in equations (2.4) and (2.3). Moreover, the set of yq values such

that p — value:P{Xf SY2(D} = a gives an approximate (1 — «)100% confidence interval for
V.

Remark 6—For Wald’s and score tests, one may easily modify the tests to derive procedures
to test Hp: y < yg versus Hg: y >y, or Hg: y > yg versus Hg: y < yp, based on the test statistics

Z, =122 (Wald's test)

Y

and

T Iol m(Fo+yoro)+nyo Do+
O —roy0) \/n ol m(Po+yopo)+nyo(Po+1o)] (score test),

" (Wo+yo 1o) myoro

using standard normal (z,) instead of chi squared critical values. Similarly, we can derive the
one-sided Wald-type test based on ng-

Remark 7—The p-values of the Wald’s and GLRT discussed here may also be obtained in
SAS via PROC GENMOD using a generalized linear model (GLM) assuming a negative
binomial distribution with common overdispersion parameter and a natural logarithm link
function. Given a covariate W, the mean x of a negative binomial is related to W via the equation

logu=Bo+B1W, sothat u=exp{By+BiW}.

In the current setting, W is a dichotomous variable where W = 1 if the subject belongs to one
treatment group and W = 0 if the subject belongs to the other treatment group. The results of
the likelihood ratio methods (tests and confidence intervals) for y and $, are equivalent, and
one can get the interval for one parameter from the other parameter using the relation y = exp
{f1}. By default, PROC GENMOD provides test results and confidence intervals based on
GLRT. However, GENMOD also provides results based on Wald’s procedures for 1 which
are equivalent to the Wald’s method presented in this paper for g(y) = log y. With regard to
2, the overdispersion parameter in GENMOD is defined as 1/

3. Small Sample Properties

From theory, the likelihood-based inference methods (GLRT, Wald’s and score) obtained in
the previous section are equivalent in the large-sample case. In small samples, their
performances are different. The small sample distributional properties of these tests are difficult
to investigate analytically so we instead performed Monte Carlo simulations. Furthermore, we
compared the performance of the likelihood-based tests with two of the most popular methods
used to compare means of two independent samples — the nonparametric Wilcoxon rank sum
test and the two sample t-test assuming unequal variance. Our objective in this section is to
determine the best test procedure under the setting of the simulations performed.

We considered the typical case of interest in practice which is testing Hp: y = 1 versus Hg: y #
1, i.e., testing if there is enough evidence to conclude that the mean counts of the two groups

Comput Stat Data Anal. Author manuscript; available in PMC 2009 January 27.
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are different, at 5% level of significance. Note that in using Wald’s test procedures based on
g(y), these hypotheses are equivalent to Hy: g(y) = g(1) versus Ha: g(y) #9(1). For convenience,
we generated two independent negative binomial random samples Xy, ..., X, and Yq,..., Y, of
equal sizes (denoted by n) for selected values of the parameters y, « and #and applied the test
procedures. We repeated this process 10,000 times. We obtained the simulated type | error rate
and the simulated power of each test by computing the percentage of times out of the total
replicates the null hypothesis was rejected when y = 1 and y # 1, respectively. We chose values
of x and ¢ that mimic samples from an overdispersed model. Simulations and computations
were coded in Fortran language utilizing subroutines in IMSL Fortran Libraries and graphs
were generated using S-Plus. We only present a subset of the simulations we have performed.

Our first goal is to choose the best Wald-type test considering the following g functions: g(y)
=log y and g(y) = yP for p € {0.5, 1, 1.5, 2}. When p = 1, we get the standard test based on
Zy . Figure 1 shows the simulated power for varying values of y whenn =50, u =1 and #=
0.75. We desire power levels to be as high as possible under the alternative hypothesis. Except
for the log-transformed test, we observe that the levels of the tests based on g(y) = yP fall below
the 5% line for y > 1, and the range of y for which this occurs gets larger as p increases. If we
choose the test associated with p = 2, it has the highest power to detect y values less than 1 but
has power values near 0 even at y = 2.5 and highest type | error rate (i.e., level at y = 1). One
can go around this problem by labeling the two groups such that the y < 1. However, the
performance of a two-sided test for Hp: y = 1 should not depend on the labeling of the groups.
We attribute this weakness to the severely skewed distribution and unstable variance of 7.
Although the log function has the smallest power for y < 1, its power is comparable to the other
tests while it outperforms all the other tests for y > 1. Furthermore, its type | error rate is at
about 5%. Taking the log pulls the large values of y closer to the smaller values and, thus, helps
make the distribution more symmetric and the variance more stable. Note that the test when
p =0.5(i.e., square-root transformation) also performs reasonably well and we expect any tests
with p < 0.5 to result in further improvement. Instead of searching for the best value of p, we
choose the log transformation because of its consistently good performance in both type I error
and power and it is also coincides with Wald’s test used in generalized linear models for
negative binomial. In the subsequent discussions, the Wald’s test is the test about log y.

Next we compare the likelihood-based tests, t-test and Wilcoxon test with respect to type |
error rates and power. Figure 2 gives the simulated type I error rates for varying values of u
and #when n € {20, 50, 100}. We desire tests with simulated type | error rates below and as
close to the set significance level a = 0.05 as possible. Levels for all tests get closer to 5% as
sample size increases except for the t-test which remains at about the same level in all cases
considered. The conservative nature of the t-test is due to its overestimation of the variance of
7, attributed to the few large observations on the tail of a heavily right-skewed negative binomial
distribution, resulting in smaller values of the test statistic. There are no obvious trends in the
levels for varying values of u, but there is an evident decreasing trend in the error rates of all
tests as ¥ increases and then eventually flattens out. Wald’s test and GLRT have rates above
5% for small n. The levels of score and Wilcoxon tests, even for small n, are near or below the
target 5%. For n = 100 or more, levels for the likelihood-based tests are practically the same.

Figures 3 and 4 display the simulated power using the same parameters as in Figure 2 with y
€ {0.5, 1.5}, respectively. Although not presented, we also looked at other values of y and
arrived at similar conclusions. As expected, power increases as n increases for all cases. Wald’s
test has the highest power, which is not surprising given that it also has the highest type I error
rate. Wilcoxon test has the lowest power as it relies only on the ranks of the observations.
Although both the mean and the variance increase as u increases for a fixed 4, our simulation
results show that power increases with x for the range of values considered when = 0.75.
The story is quite interesting when one varies #fixing u at 1.5. The likelihood-based tests
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perform very well and have power values which increase with . However, the power levels
of the t-test and of the Wilcoxon test show power functions that increase up to some point as
#increases. This pattern is very evident when n is large. Recall that the limiting distribution
of a negative binomial when # — oo is Poisson. Hence, we expect this decrease to flatten out
at a certain point as verified by our simulation when we looked at larger values of # (results
not presented here). One can then conclude gain in efficiency in using likelihood-based
methods over t-test and the Wilcoxon test in this setting.

These simulation results support the use of likelihood-based methods over t-test and Wilcoxon
test if the negative binomial, or even the Poisson model, is believed to be appropriate. For small
values of n, i, and 4, the score test is recommended because its type | error rate is expected to
be close to or lower than the set significance level and has reasonable power. For moderate
sample sizes (> 50) or small n but relatively large (> 5), we recommend GLRT or Wald’s test
because they are more efficient, at the same time having acceptable type | error rates.

4. Robustness to the Common Dispersion Assumption

In this section, we investigate the robustness of the likelihood-based methods, t-test and
Wilcoxon test to the assumption that % is the same for the two treatment groups. SAS PROC
GENMOD also uses this assumption in modeling overdispersed count data using negative
binomial distribution in a general linear model setting. The common overdispersion parameter
plays a critical role when overdispersion is more pronounced, i.e., for small values of . As
# increases, the effects of overdispersion and of the assumption of equal overdispersion
parameter decrease, as will be seen in our simulation results. We follow the basic simulation
process performed in the preceding section. We generated two independent random samples

X1y oo Xn ~ NB(u, &) and Yy, ..., Yn ~ NB(yu, By) where &y = nddy for n > 1.

Figure 5 display the simulated type | error rates for n = 50 and » = 2 and selected values of u
and #. The likelihood-based tests and the t-test have slightly higher type | error rates than the
¥ = Yy case but not much different. The Wilcoxon test is affected the most by the violation
of this assumption. Its error rates as a function of «, which range from [6.86, 17.32] when

¥ = 0.75, lie mostly outside our window but its curve actually shows an increasing trend as
L increases. Because this test depends on the ranks of the combined observations, it will be
more sensitive to any change in the ordering of the data from the two treatment groups, and
hence, increases the type | error rate. Increasing %y by a factor of > 1 relative to % will result
in less overdispersed Yjs. Therefore, Y;s will have less extreme observations and, consequently,
will be assigned lower ranks than the X;js. This will then be detected by the Wilcoxon test. Note
that if we look at the simulated error rates as a function of #, all levels (including that of
Wilcoxon test) decrease as ¥ increases and mimic the behavior under & = .

The simulated power levels are displayed in Figure 6 for y € {0.5, 1.5}, n=50and = 2. The
levels are again slightly higher for the t-test and the likelihood-based tests when compared to
the levels in Figures 3 and 4 for n = 50. This behavior is expected due to the higher type | error
rates. Fixing ¥ = 0.75, the Wilcoxon test is the least powerful when y = 0.5, but most powerful
when y = 1.5. We can attribute this behavior to the interplay between the means and the
overdispersion parameter. In the former case, uy = 0.5ux compensates for the fact that ¥y =
2. Inthe latter case, uy = 1.5ux and &y = 2% will result in larger Y; values and more extreme
observations. We see similar patterns if we vary % in the range (0, 2). Note that for values of
¥ > 10, the behavior of all tests mimic their behavior under the setting where @ = ¥y is true.

As to be expected, the differences observed under the case where # = 2 are magnified for 5 >
2, especially for small ¥, and are diminished for 5 < 2. The patterns for other sample sizes
n are generally the same as that for n = 50. For smaller n, the error (power) curves are higher
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(lower) and more variable. For larger n, all curves are tighter with error curves closer to the
5% level and power curves higher.

For the cases considered in our simulation, we conclude that the likelihood-based methods
perform well for testing equality of mean counts modelled by a negative binomial distribution,
even when the overdispersion parameter of one group is twice that of the other group.

5. Power Analysis via Monte Carlo Simulation

Because of the lack of closed form expressions for likelihood-based tests, we performed power
analysis via parametric resampling based on a negative binomial distribution. This method is
the same as the Monte Carlo method used in the previous section to simulate the power function
with parameter values estimated from historical data as proposed in Sormani et al. (2001b).
The power corresponding to the method used in the referenced paper would be the power under
the Wilcoxon test. To illustrate our proposed method, suppose previous studies suggest u =
1.65 and # = 0.26, and we desire to detect a reduction of at least 60% in the mean count (i.e.,
y=1-0.6 =0.4). We ran a total of 10,000 replications. Figure 7 displays the simulated power
for varying values of n. When there are 80 observations per group, the estimated power for the
Wilcoxon and t-tests are 32% and 34%, respectively, while the estimated power of the GLRT,
score and Wald’s tests are 51%, 49% and 53%. Hence there is much gain in power from using
any of these likelihood-based methods to achieve the same objective.

Although the case considered here compares only two independent groups, one may still use
the proposed method to compute power or sample size for more than two groups by applying
the proposed methods to the pair that is either most relevant to the research hypothesis or to
the pair that is expected to have the least difference or largest variance (to be more
conservative). To address the issue of inflating the type | error rate due to multiple comparisons,
one would need to adjust the overall significance level, a. The most popular method is the
Bonferroni adjustment, which divides a by the number of pairwise comparisons to be made.
For instance, if there are three treatment groups, say A, B and C, and it is of interest to do all
pairwise comparisons (a total of 3 pairs), then the level of significance to be used in the power
analysis or sample size calculation is 0.05/3=0.0167, instead of 5%. Using smaller significance
level will result in higher sample size, which makes sense given that there are now more than
two groups to compare.

6. Application

Recall that the motivation of this paper is to compare the contrast enhancing lesions, or so-
called gadolinium (gad) lesions, from the MRI results of patients diagnosed with MS across
two groups (active and placebo treatment). Gadolinium is an enhancement agent given to
patients prior to MRI that enables inflammation and breaks in the blood brain barrier to be
visualized on MRI. These areas of active inflammation are indicative of active disease and
have been shown to be responsive to various immunomodulating treatments. Although these
lesions have not been proven to be surrogate endpoints, they do enable an assessment of
treatment effects on the inflammatory process and are widely used as outcome and safety
measures in trials of relapsing remitting MS.

We apply the methods in this paper to an actual dataset from a study reported by Rudick et al.
(2001). This study looked at the long term follow-up of all patients treated for at least two years
in the original FDA Pivotal Trial of the drug Avonex compared to a placebo. Each patient
considered for this comparison was enrolled in the Pivotal Trial and assigned either Avonex
(Interferon p-1a) or placebo. The study was terminated early for efficacy based on time until
sustained worsening in disability so that not all patients were eligible for a two year
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examination. In the design, MRIs were taken yearly. Among those patients who were
eligible for a two year examination, only patients with MRI assessments for enhancing
lesions at baseline and year 2 were included in these comparisons (81 out of 85 patients in
the Avonex group and 82 out of 87 in the placebo group). Table 1 presents summary statistics
of these data. The MLEs for y, x, and «#were found to be y = 0.495, 1 = 1.646, and = 0.256.

One might wonder the consequences of not adjusting for overdispersion. Hence, we also
performed a GLRT based on the Poisson assumption using SAS PROC GENMOD. Table 2
gives the results of all tests. The Poisson model substantially underestimates the variance,
especially when #and x are small, as is the case in this example. Hence, it is not surprising
that the Poisson test yielded a highly significant result with a GLRT p-value < 0.0001. Among
the NB likelihood-based tests, GLRT and Wald’s test show significant differences at 5%, while
the score test almost achieved significance. The Wilcoxon test has the largest p-value but still
close to 5%. Given that n > 50 in this case, we would recommend the use of the GLRT or
Wald’s test over the other tests. Therefore, we conclude that there is evidence of differences
in mean lesion counts for patients in the treatment group compared to those in the placebo

group.

Next we illustrate the methods for constructing an approximate confidence interval for y by
inverting the three likelihood-based tests. An approximate 95% confidence intervals for y using
GLRT, Wald’s test and score test are (0.25, 0.982), (0.252, 0.971) and (0.247, 1.011),
respectively. Consistent with the results of the tests, the corresponding 95% confidence interval
for y based on Wald’s test and GLRT have values strictly less than 1, while the interval based
on the score test contains the value 1. Using the interval based on Wald’s test, which is the
narrowest, we estimate the percent reduction in average lesion count for the Avonex group,
relative to the placebo group, to be between 2.9% [(1 — 0.971) * 100] to 74.8% [(1 — 0.252) *
100]. This interval is too wide to be informative for practical purposes. In order to have
narrower confidence intervals, larger sample sizes for each treatment group are needed.

Finally, we checked if the assumptions we made about the model are reasonable. For each
treatment group, we computed the MLESs of a 1-sample NB and Poisson models. We performed
chi squared goodness-of-fit tests, as displayed in Table 3 using the intervals x =0, 1, 2 and x
> 3. There is no evidence of a problem with fitting a negative binomial model to data on the
treatment group while it is acceptable at 1% significance level for the placebo group. As
expected, Poisson is clearly a bad fit to the data. We also constructed an approximate 95%
confidence interval for % for each sample by using Wald’s method. The resulting interval for
the Avonex group is (0.256, 0.292), while the interval for the placebo group is (0.218, 0.238).
These intervals do not overlap, implying that 2 for the two groups are significantly different.
However, the largest ratio between these two intervals is 1.34 (= 0.292/0.218). Based on the
results in Section 4, the likelihood-based methods should still be applicable in this case.

7. Conclusions

The likelihood-based methods to compare two NB distributions presented in this paper provide
reasonably straightforward ways to handle overly dispersed count data. These methods were
shown to be more efficient than the Wilcoxon and t-tests. Among the three likelihood-based
methods, the score test was shown to perform the best for samples less than 50. For larger
samples or less overdispersion, all three likelihood-based methods perform almost about the
same in terms of type | error but Wald’s and GLRT provide higher power. In studies such as
the one described in this paper, where each observation costs over $1000 per MRI, the ability
to derive smaller sample size estimates with the appropriate tests is not only statistically, but
also financially, appealing. While the purpose of this example is to illustrate the inferential
methods based on negative binomial distribution, ideally we would like to have more frequent
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MRIs on each patient, such as monthly or quarterly. This will help reduce the number of false
negatives, i.e., individuals who actually have enhancing lesions that are likely to be missed
when less frequent MRIs are obtained. Also, multiple MRIs provide better estimates of the
parameters which, as was shown by Sormani et. al. (2001b), reduces the sample size. Thus,
there is an inherent trade off between cost and information which can be more precisely
estimated given these improved parametric methods.
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8. Appendix — PROOFS

Proof of Lemma 1
We first obtain the MLE for y by taking the partial derivative of (2.1) with respect to y

InLx,y;0uy) _ny  nu(@+y)  nd(Qy — py)
dy Yy U+yp vy

Setting this to zero and solving, we get [N (77— u )1/[y (#+ yu)] = 0 so that y = /. Secondly,
we take the partial derivative with respect to u

OlnL(x,y;0,u,y) mx+ny _ m(9+X) 3 ny(9+y)
ou u U+u V+yu (8.1)

Setting this to zero, using the result that y = y/u, and simplifying, we get z = X. Consequently,
y = JiX.

Finally, the partial derivative with respect to #* may be written as

L

dInL(x,y;9.u,y) o 3
LGS = (e[ W) = T+ L Wit 0)+ X P(+0)
i= J=

+mln (ﬁ) +nln (

9 ) m(9+x) n(9+y)

Jtyu) ~ O+ Dyt

Setting this equation to zero, substituting x = xand y = y/x, and simplifying, we get (2.2).

Proof of Lemma 2

Under Hgp: y= yo, the log of the likelihood is (2.1) where y, i, and ##are replaced by yq, ¢ and
. We want the MLE for x and . Using the partial derivative function with respect to u
given by (8.1) and setting it equal to zero, we get

_mxt+ny  m(Jo+x)  nyp(o+y)

0
Ho Jo+uo Yo+yoto

Simplifying, the above equation is equivalent to solving the equation
—,u(z) vo(m+n)+uol m(xyy — 9o)+n(y — yoido) [+ 3o (mx+ny)=0.

Using the quadratic formula and the fact that x4 > 0, we get (2.3). Next consider the partial
derivative function with respect to ##as derived in the proof of Lemma 1. Substituting yg for
v, o for p and % for 9, (2.4) follows. Therefore, the MLEs for g and %, for a given yg solve
equations (2.3) and (2.4).
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Proof of Theorem 3

The proof follows immediately from the basic theory of the Generalized Likelihood Ratio Test,
(see, for instance, Theorem 6.3.1 p. 394 of Bickel and Doksum (2001)) stating that —2 In 4 has
an asymptotic »2 distribution with one degree of freedom. The corresponding asymptotic
confidence interval method is obtained by inverting the GLRT.

Lemma8

Let @ = (y, u, ¥) and @ = (y, u, %) where y, 1, and % are the MLEs obtained in Lemma (1).
Under the conditions defined in Lemma 1 8, with mean vector E(4) = @ and variance-covariance
matrix

2
o~ o5 O
7 Hy

Z(Q): (047 0'/% 0 1,

2
0 0 o3 (8.2)

has an asymptotic multivariate normal distribution, where

o2= YUm@+yp)+ny@+p)l .
Y

2 _ pd+p), O_M_*V(l?ﬂl).
mndy *Ya o md U HYT md

m n -1
U%:{(m+n)‘1”(19) — b (At - SEY (x+0)] - zE[\P'(v,-m)]} :
i=1 =1

J+p - I+yu
j=

and E[W] is the expected value of a random variable W.

Proof of Lemma 8

The asymptotic normality and consistency of @ follow from the large-sample properties of
MLEs (see, for instance, Theorem 6.2.2 of Bickel and Doksum (2001)). The variance-
covariance matrix of @ is defined as X(0) = |n,m—1(0), where Iy, m(6) is the Fisher information
matrix defined by

&7 v i
Gy G g

5 S o9

821nL(qu;ﬂnus’y) _

In.m(g):E - 962

Using equation (2.1) and using the fact that E[X] = « and E[ y] = yu, one obtains
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&o=E _ Ly | _ _nud
vy a? Y(@@+yp)
_ PInLxy:duy) | _ _mo nyd
{m=E ou? TR
to=E _PILxy: ey | o
Y~ dudy T O+yu
. _nl| mLxyduy | ’ _ g( m ny )
417‘17_E 992 =(m+n)¥’(19) 0 1‘)+;1+1’}+y/,1

m

- f E[‘-I"(x,'+19)J - Z E[¥'(y;+1)]

i=1 Jj=1
_ PInL(x,y:.41,y) =0

EyzE 399y
_ O*InL(x,y;0.41.) _
gﬁﬁ =E| - ol =0,

so that the Fisher information matrix in this setting is

G G 0
Lim(0)= gfﬁ gﬁﬁ 0
0 0 {55

Finally X(6) follows after computing Inym‘l, i.e., the inverse of the matrix Ip, m.

Proof of Theorem 4

It follows from Lemma 8 that (y — 7)la; has an asymptotic normal distribution where 0% is
derived in Lemma 8. Because this variance depends on unknown parameters, we estimate it

by using the MLEs defined in Lemma 1 to get 5’% given by (2.5). Using the consistency property
of the MLEs (see, for instance, p. 305 of Bickel and Doksum (2001)) and applying Slutsky’s

theorem, Zy | = (y — y)/a} has an asymptotic standard normal distribution. Consequently, wa
is asymptotically chi squared with one degree of freedom. The test and confidence interval
methods follow immediately.

Proof of Theorem 5

In our setting, we are only interested in inferences about the parameter y so that x and #are
nuisance parameters. From the partial derivative of the log likelihood function, we get the score
statistic for y as

OnL(x,y;0.uy) nd(y — py)
dy y(@+yp)

U(y.u )=

Under Hg: y = yg, the statistic Zs =U(yo:0,00) (7%0 converges to a standard normal
distribution (see, for instance, Cox and Hinkley (1974) p. 324), where
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— _yolm@o+yoro)+nyo(Jo+io)]
Y:Yo

mndofly

The asymptotic test and confidence interval procedures follow immediately by noting that the
square of a standard normal random variable has a chi squared distribution with one degree of
freedom.
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Figure 1.

Simulated power levels (in %) of Wald-type tests for varying values of y when n =50, #=
0.75,and u = 1.
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b. n =20, p = 1.5 (varying values of 1)
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Simulated power levels (in %)when y = 0.5.
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b. n =20, p= 1.5 (varying values of ¥)
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b. n =20, p = 1.5 (varying values of 1)
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Power Analysis using Monte Carlo simulations when y = 0.4, ©#=0.26, and x = 1.65.
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Table 3
Goodness-of-fit Statistics
Poisson Negative Binomial
Test Stat] p-value Test Staf] p-valuef
Placebol 355.23 < 0.0001 5.36 0.0206
Avonex| 27.64 < 0.0001 0.46 0.4988
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