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Abstract
The amide I vibrational mode, primarily associated with peptide-bond carbonyl stretches, has long
been used to probe the structures and dynamics of peptides and proteins by infrared (IR) spectroscopy.
A number of ab initio-based amide I vibrational frequency maps have been developed for calculating
IR line shapes. In this paper a new empirical amide I vibrational frequency map is developed. To
evaluate its performance, we applied this map to a system of isotope-edited CD3-ζ membrane peptide
bundles in aqueous solution. The calculated 2D-IR diagonal linewidths vary from residue to residue
and show an asymmetric pattern as a function of position in the membrane. The theoretical results
are in fair agreement with experiments on the same system. Through analysis of the computed
frequency time-correlation functions, it is found that the 2D-IR diagonal widths are dominated by
contributions from the inhomogeneous frequency distributions, from which it follows that these
widths are a good probe of the extent of local structural fluctuations. Thus the asymmetric pattern of
linewidths follows from the asymmetric structure of the bundle in the membrane.

II. INTRODUCTION
One- and two-dimensional infrared (IR) experiments are very successful at providing
information about molecular structure and dynamics in condensed phase systems,1-7 since
vibrational frequencies are sensitive to local environments. Thus, for example, such
experiments have proven to be excellent for determining average conformations of peptides
and proteins in solution, and for probing conformational and solvent dynamics.8-32 These
experiments typically involve the amide I band, which is due primarily to carbonyl stretches
of peptide bonds. One feature of these experiments is that since there is essentially one peptide
bond per amino acid residue, some of the relevant carbonyls are in close physical proximity,
and hence their stretches are coupled. Since the coupling depends on protein configuration,
this leads to characteristic bands for different secondary structures. Thus, for example, α-helix
regions absorb near 1650 cm-1, while β-sheets absorb at 1620 and 1675 cm-1. This variation
of amide I frequency clearly leads to a useful structural tool.33-40

On the other hand, this coupling makes the spectroscopic signatures less local, since now the
relevant vibrational eigenstates are delocalized excitons. Moreover, this coupling significantly
complicates the theoretical modeling of amide I spectroscopy due to the excitonic nature of
the instantaneous eigenstates. For both of these reasons researchers have employed isotope
labelling as a way to decouple the system. Thus, for example, if one particular carbonyl is
labeled with 13C and 18O, its frequency is shifted significantly (some 60 cm-1) from the local
frequencies of the unlabeled carbonyls,41 which is somewhat larger than the largest vibrational
coupling, meaning that the labeled mode is shifted outside of the exciton band, and hence
functions well as a local chromophore. Therefore this scheme provides an excellent probe of
the structure and dynamics of local environments, and has been used by a number of groups.
14,17,19-22,24,25,28,30,41,42

NIH Public Access
Author Manuscript
J Phys Chem B. Author manuscript; available in PMC 2010 January 22.

Published in final edited form as:
J Phys Chem B. 2009 January 22; 113(3): 592–602. doi:10.1021/jp807528q.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



From a theoretical perspective, one challenge for modeling IR spectroscopy of peptides and
proteins is to develop an efficient and accurate method for obtaining local amide I frequencies
for given microscopic environments. Such methods lead to what have been called “vibrational
frequency maps”. In this context it is useful to consider a model system, dilute N-methyl-
acetamide (NMA) in water. NMA is a peptide bond capped with methyl groups, and since there
is no conformational flexibility in this molecule, the vibrational frequency map for the amide
I stretch is determined by configurations of nearby water molecules. Actually, because the
strong absorption in liquid water at about 1600 cm-1 (due to the water bend) overlaps
considerably with the amide I stretch, experiments are typically performed in D2O, leading to
deuteration of the amino hydrogen. Therefore the system most often studied is dilute singly-
deuterated NMA (NMAD) in liquid D2O.

From a fundamental point of view, the vibrational frequency of a local mode is obtained from
an analysis of the ground-state Born-Oppenheimer potential. If the local mode is sufficiently
high in frequency, the relevant Born-Oppenheimer surface involves fixed configuration of
these other nuclei. In principle, then, for a given D2O configuration, one could perform
electronic structure calculations, for all electrons in the NMAD and water molecules, and
assuming that the vibration is sufficiently harmonic, perform a local harmonic analysis to obtain
the amide I frequency. To calculate the vibrational spectroscopy, one could perform a classical
molecular dynamics (MD) simulation of NMAD in D2O, and at each time step obtain the amide
I frequency as above, producing a frequency trajectory, from which one can use now-standard
techniques43 to obtain absorption and two-dimensional-IR (2D-IR) spectra.

The problem, of course, is that it is not possible to perform the required number of electronic
structure calculations with sufficient speed and accuracy to implement the above program. One
approach that preserves the spirit of the above, but renders it tractable, involves performing
electronic structure calculations with fewer water molecules, only a few hundred times. Thus,
for example, from the MD simulation one can extract representative clusters of the NMAD
molecule surrounded by only the nearest water molecules, and do electronic structure
calculations on these clusters. As above, since the amide I frequency is a functional of the
positions of the water nuclei, the relevant frequency map now involves all of these nuclear
positions, but the explicit function of these positions is unknown. One way to proceed is to
assume that the map instead involves a collective coordinate, and then use the calculated
frequencies to determine the best coordinate and map. Thus, for example, our and Cho's group
and others have considered the collective coordinate to be the electric field or potential from
the point-charge representation of the surrounding water molecules, evaluated at several sites
within the NMAD molecule.44-49 Alternatively, Mukamel and Jansen and coworkers have
developed related electric-field maps that are obtained from electronic structure and frequency
calculations of the NMAD in an inhomogeneous electrostatic field.50,51 In any of these
approaches, the idea is to use the map in the course of a classical simulation of the liquid to
produce the required frequency trajectory. Others have adopted some of these maps for more
complicated situations.52-54

Although these vibrational frequency maps for NMAD have been useful, and seem to perform
satisfactorily, there still exist several concerns. Since the maps are constructed from ab initio
calculations, the effects of the level of theory and basis set have to be examined carefully to
ensure accurate results. When NMAD/D2O clusters are used in the calculations, the cluster
sizes are rather limited, which neglects possible effects from outer solvation shells. Therefore
when one implements the map in an MD simulation, it is also not clear how the results will
extrapolate to the liquid. And in this context it is not clear if the electric field or potential should
be calculated for molecules within some spatial cut-off, or (in the case of the electric field)
from the Ewald summation field. (We note that for the vibrational spectroscopy of water these
issues have been dealt with to some extent by performing electronic structure calculations on
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water clusters in the electrostatic field of all the remaining molecules within half the box length,
and then in the simulation the electric field used in the map is calculated up to this same cutoff.
55-57)

In this paper we adopt a somewhat different approach; we use ab initio calculations to suggest
a form for the frequency map, but then determine the parameters of the map by comparing to
spectroscopic experiments. In particular, the coefficients for the electric fields in the map are
determined empirically by minimizing the differences between the calculated and experimental
peak positions and linewidths in the absorption spectrum for the amide I mode of NMAD in
D2O. Although an empirical treatment certainly lacks theoretical elegance, this approach
circumvents the basis set, theory level, and cluster size issues inherent in the quantum chemistry
calculations. In our empirical approach, a cutoff of 20 Å is used in both the parameterization
and implementation, so there is no ambiguity regarding which molecules to include in the
electric field calculation, and no extrapolation issue. The development of a frequency map
based on experimental results was also implemented by Smith and coworkers, who related the
OH stretch frequency of HOD in D2O to the electric field by fitting the frequency distribution
to the experimental Raman spectra.58

An additional difficulty with any of these frequency maps has to do with transferability to other
solvent environments. That is, they are parameterized for liquid water, and so it is not clear to
what extent they will be valid for other solvents (although in this context we note that two
electrostatic maps have been tested in solvents other than water, with satisfactory results51,
59). Moreover, there is the question of transferability of an NMA map to peptides and proteins
in solution (or in membranes). In a peptide or protein in solution the local amide I frequencies
depend on peptide/protein (as well as solvent) conformations.20,31,52,60-66 One possibility
is that this conformational dependence can be adequately represented by electrostatics, using
the NMAD/D2O frequency map.20,60,63,64 A second possibility is that this is not adequate,
and that instead much of this conformational dependence needs to be treated explicitly, for
example through quantum chemistry calculations involving dependences on nearby ϕ and ψ
dihedral angles.52,65,66 Thus the important issues of transferability of NMAD maps to
different solvent (including membrane) environments, and the appropriateness of using NMA
electrostatic maps for the peptide/protein conformational dependence, both need to be studied
systematically.

Leaving this systematic study for the future, in this paper we simply implement the empirical
NMA map for a complicated peptide system, the trans-membrane CD3-ζ peptide bundle. In
biological cells, after antigen recognition triggers T cells, the biochemical signals are
transduced from the cell surface to the interior by CD3 and ζ proteins in the T-cell receptor
complex.67,68 CD3 and ζ proteins are identical in all T cells, consistent with signaling rather
than recognizing functions. The results from a comprehensive site-specific IR dichroism study
on the trans-membrane domain of the ζ proteins, herein and elsewhere called the CD3-ζ
peptides, have suggested the formation of a tetrameric CD3-ζ bundle in lipid bilayers.69,70

In the site-specific IR experiments isotope-edited samples were prepared by 13C and 18O
labelling 11 different single residues. These 11 isotope labels extend along the 21-residue
peptide bundle, with environment changing from a more hydrophilic membrane surface, to the
center of the hydrophobic lipid bilayer and to the hydrophilic surface on the other side of the
membrane. 2D-IR studies of these isotope-edited samples have also shown that the average
frequency and 2D-IR diagonal width of an amide I mode are sensitive to its position in the
transmembrane peptide.21,22 This system therefore provides an interesting case on which to
test the developed map. We find that our calculated amide I frequencies and the 2D-IR diagonal
and anti-diagonal widths are in fair agreement with experiment. Through analysis of the
computed 2D-IR spectra, we find that the 2D-IR diagonal widths in this system are dominated
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by contributions from the inhomogeneous frequency distributions, which means that they are
most sensitive to the ensemble of local structural fluctuations. For the CD3-ζ system considered
herein, this realization allows us to interpret and understand the asymmetric residue
dependence of the 2D-IR diagonal widths.

III. EMPIRICAL VIBRATIONAL FREQUENCY MAP FOR NMAD/D2O
Schmidt et al. have developed an amide I frequency map, which reproduces the experimental
amide I line shape (position and width) for NMAD in D2O reasonably well.47 In the
development of this map, a set of 200 NMAD/D2O clusters, each containing between two and
four water molecules, was sampled from an MD simulation of NMAD in D2O with the
CHARMM22 force field.71 Harmonic analysis of ab initio quantum chemistry results on each
of these clusters provided an estimate of the amide I frequency. These frequencies were then
fit to a functional form that was linear in the three components of the electric fields (from the
point charges on the surrounding water molecules) on the C, O, N and D atoms, and also
included a variable intercept, resulting in a 13-parameter fit, herein called S13. We note that
by symmetry, the coefficients of the out-of-CONH-plane electric fields could have been set to
zero, reducing the number of parameters by four. In S13 the intercept was determined to be
1710 cm-1, which is close but not equal to the gas-phase value of ωg = 1717 cm-1.72 Note that
unless one is interested in molecular environments similar to those for an isolated molecule, it
is not necessary that these two numbers be the same. Nonetheless, it certainly would make
theoretical sense if they were the same, since for the isolated molecule all the electric fields
would of course be zero.

We also note that two of the electric field coefficients are particularly large: those on the C and
N atoms in the C=O direction. (Interestingly, one would expect instead that the two largest
components would be on the O and D atoms!) Thus one might wonder if in fact all of these
adjustable parameters are really necessary. To this end we first refit the cluster frequencies to
a form linear in only these two components of the fields, and constraining the intercept to be
1717 cm-1. The resulting fit, which we call S2, is

(1)

where ω10 is the transition frequency for the amide I fundamental (in cm-1), EC is the electric
field component in the C=O direction on the C atom, and EN is that on the N atom (both in
atomic units). S2 has a root-mean-square deviation from the ab initio results of 8.3 cm-1, only
marginally higher than that of 7.5 cm-1 in S13.47 Note, however, that these two electric field
coefficients are somewhat different from the same two in S13.47

It is of interest to assess the success of the S2 map for the absorption line shape. To this end
an MD simulation of NMAD in 3022 TIP3P D2O molecules at 298 K with the CHARMM22
force field71 was performed using the GROMACS simulation package.73-77 The SHAKE
algorithm was implemented to constrain the bond lengths and angles. Particle-Mesh Ewald
(PME) was used to calculate the long-range Coulomb interactions. The simulation length was
1 ns with a time step of 2 fs. The source code of the MD package was modified to report the
electric fields on the C, O, N and D atoms. GROMACS treats the CO atoms, ND atoms, and
each water molecule as “charge groups”. For each of the NMAD atoms, electric fields were
calculated from water molecules whose geometric center was within 20 Å of the geometric
center of the relevant NMAD charge group. For each configuration the frequency was
calculated using both the S13 and S2 maps.

From the frequency trajectories we calculated the average frequency ⟨ω10⟩, and the frequency
time-correlation function (FTCF)
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(2)

where δω10(t) is the fluctuation of the instantaneous frequency from its average: δω10(t) =
ω10(t) - ⟨ω10⟩. Within a mixed quantum/classical description, making the cumulant and Condon
approximations and neglecting orientational dynamics, the IR line shape can be calculated
from43,78

(3)

where the line-shape function g(t) is defined as

(4)

and T10 is the vibrational relaxation time from the first excited state to the ground state.43,
78 For the latter we use the experimental T10 for NMAD/D2O,79 which is 450 fs.

The frequency shifts from the gas-phase value, Δω ≡ ⟨ω10⟩ - ωg, and the full-width-half-
maximum (FWHM) widths of the line shapes,Γ, are summarized in Table I. The S13/C22 (S13
fit implemented in CHARMM22 simulations) results are comparable with the ones reported
earlier,47 showing that the difference between using the electric fields from the Ewald
summation47 and using those calculated with a cutoff of 20 Å is small. By comparing the
results for S13/C22 and S2/C22 it is found that the reduction of the number of parameters from
13 to 2 has a rather minimal effect on the calculated IR line shape.

These maps have resulted from configurations generated from the CHARMM22 force field.
In the peptide application that follows, however, we will be using the GROMOS force field to
generate configurations. Because different simulation force fields produce different
distributions of configurations, and of course also have different atomic charges from which
to calculate electric fields or potentials, it is not clear to what extent a map is transferable
between force fields. To assess this force-field transferability issue, MD simulations of NMAD
in 3033 D2O at 298 K were performed with the united-atom GROMOS96 43a1 force
field80,81 and the SPC water model82 using the GROMACS simulation package.73-77 The
LINCS algorithm was used to constrain all bonds and PME was used to calculate the long-
range Coulomb interactions. The simulation length was 1 ns with a time step of 2 fs. The shift
and width of the calculated IR line shapes are reported in Table I as S13/G96 and S2/G96. As
shown in Table I, the CHARMM22 force field-based frequency maps did not perform well
when implemented in GROMOS96 simulations: the frequency shifts were reduced
significantly from those in CHARMM simulations (giving values of about only half of the
experimental result), and the widths also decreased slightly (also yielding worse agreement
with experiment). Since in the S13 and S2 parameterizations the configurations were generated
from CHARMM simulations, and the electric fields were calculated from the TIP3P water
charges, good performance in a GROMOS simulation with SPC water is not guaranteed.
Indeed, this test demonstrates force-field non-transferability for this type of map. Therefore,
different results specific to CHARMM22 and GROMOS96 force fields will be reported below.

As discussed in the Introduction, ab initio-based frequency maps have some inherent
limitations, suggesting that instead we might consider an empirical map. The form of this map
is motivated by the success of the very simple S2 parameterization; therefore our empirical
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development of the frequency map starts by choosing the local amide I transition frequency
ω10 to be given by

(5)

As above we constrain the intercept to be the gas-phase value, and let the coefficients a and
b be determined by fitting to the experimental absorption line shape. Defining

,

(6)

The FTCF (Eq. (2)) can then be expressed using electric-field time-correlation functions
(ETCFs):

(7)

The IR line shape for any given values of a and b can be computed from Eqs. (3), (4) and (7),
with the ETCFs obtained from the MD simulations. The Fletcher-Reeves-Polak-Ribiere
method83 was then utilized to search for a and b that minimize

(8)

The experimental frequency shift Δωexp and linewidth Γexp used in Eq. (8) can be found in
Table I. The best maps obtained using ETCFs from the CHARMM22 and GROMOS96
simulations, respectively, are

(9)

and

(10)

(ω10 is in cm-1; EC and EN are in atomic units). The calculated IR line shapes (see Table I) are
in quite good agreement with experiment, especially considering the small number of
adjustable parameters in these maps. On the other hand it is interesting (if not a bit disturbing)
that the signs of the EN coefficients are different from that in the S2 map.

As discussed, the calculated lineshape results are within the context of the cumulant
approximation. For the New/G96 map we confirmed the accuracy of this approximation by
comparing to results obtained from more exact calculations.47 For other solvents such as
methanol, this approximation is not necessarily valid.59,84 Furthermore, for the membrane
peptide simulation discussed herein, we have not explicitly verified this approximation.
However, since it is especially convenient for the analysis presented below, we extend the use
of the cumulant approximation to the membrane peptide case as well.
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IV. APPLICATION TO THE CD3-ζ MEMBRANE PEPTIDE BUNDLE
In this section we test our new map on the amide I modes of the trans-membrane domain of
CD3-ζ. Each peptide chain is composed of 21 residues, Leu-31 to Leu-51, with an acetyl N-
terminal cap (called residue Ace-30) and an NHCH3 group for a C-terminal cap; the sequence
used in the MD simulations, along with its schematic representation in the membrane, is given
in Fig. 1. The initial peptide structure used in the simulation was developed by Arkin and
coworkers using site-specific IR dichroism.69 The system in the MD simulation (using
GROMACS) includes a tetrameric CD3-ζ peptide bundle, a lipid bilayer consisting of 119
dimyristoylphosphocholine (DMPC) molecules, 3651 SPC water molecules and 4 sodium
counterions. The extended version of the GROMOS87 force-field parameter set was used for
the peptides, and those of Bergel and coworkers for the DMPC lipids.85 All bonds were
constrained with the LINCS algorithm, the temperature was set to 310 K to sustain the stability
of the lipid bilayers by implementing a Nosé-Hoover thermostat, and the Parrinello-Rahman
pressure coupling at 1 bar was also employed. PME was used to deal with the long-range
Coulomb interactions. The simulation length was 1 ns with a time step of 2 fs. A snapshot of
the system is shown in Fig. 2; one sees that the CD3-ζ chains form an asymmetric (with respect
to the central plane of the membrane) tetrameric bundle of peptide α-helices, in the lipid bilayer,
all solvated by water. We note that the S13 parameterization was used in a previous simulation
study of this system,20 but the electric fields were calculated incorrectly (and thus, for example,
the magnitude of the calculated frequency shifts is significantly too large).

A. Average frequency shifts
We adopted two methods to calculate the instantaneous local amide I frequencies for each
residue. In Method I, the completely electrostatic approach, for each residue we calculated the
electric fields on the amide C and N atoms from the water molecules as described above, and
from the lipid molecules and counterions, and in addition for each (C or N) atom included the
fields from peptide atoms that were more than three covalent bonds away (which is consistent
with the 1-4 Coulomb exclusion in the GROMACS simulation).63 We then used Eq. (10) (the
New/G96 map) to calculate the frequency. Thus in this approach one simply assumes that one
can use the NMAD/D2O map without modification, and calculate the fields from all charged
atoms outside the exclusion zone and inside the cutoff. Note that although the CD3-ζ simulation
uses the extended GROMOS87 force field, the New/G96 parameterization is for the
GROMOS96 force field. However, since the differences in these force fields are not great (for
example both use SPC water), we do not expect this to cause major problems. The average
frequency shifts from the gas-phase value of NMAD (1717 cm-1) are plotted for Ace-30 to
Leu-51 (we refer to the amide I modes according to the residue containing the carbonyl bond)
in Fig. 3, and labeled as Method I.

It is also possible that the electrostatic approach for calculating the frequency perturbation from
at least some of the peptide atoms is not adequate (or that it is adequate, but with a different
map). Alternatively, then, one can consider perturbations to a given amide I frequency due to
nearest-neighbor residues through φ - ψ maps determined from quantum chemical calculations.
52,65,66 In what follows we have adopted the approach of Jansen and coworkers52 and used
their φ - ψ map to determine the contribution to the frequency perturbation from the backbone
atoms of nearest-neighbor residues. In our implementation the frequency perturbation due to
all other peptide atoms, including all atoms on side chains on the residue of interest and its
nearest neighbors, and on non-nearest-neighbor residues, as well as that due to solvent (water
or lipid) molecules and counterions, is given by the New/G96 map. Frequency shifts calculated
with this approach are shown in Fig. 3 and labeled as Method II. One sees that in general the
agreement between these two sets of frequency shifts is quite good.
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In Fig. 3 we have also plotted the experimental frequency shifts obtained for the 11 13C=18O
isotope-labeled residues.22 To obtain these results from the measured frequencies we subtract
the gas-phase value of 1657.4 cm-1, which is the gas-phase value of normal NMAD corrected
by the 13C=18O isotope shift of 59.6 cm-1.14,17,41 We note that the theoretical frequency shifts
are in the correct range, and on average are quite close to the experimental shifts. On the other
hand, the theoretical shifts show significantly more variation from residue to residue than do
the experimental results. On the basis of this comparison between theory and experiment it is
not possible to favor one of the calculational methods over the other.

The differences in the frequency shift calculations for Methods I and II arise only from
differences in perturbations from atoms on the residue of interest and its neighbors on either
side. To reiterate, in Method I we simply used the NMAD/D2O map for all atoms on these
three residues except those subject to the 1-4 exclusion mentioned above. We note that some
of those excluded atoms are on side chains. In Method II the perturbations from the backbone
atoms of the two neighboring residues are accounted for by the φ - ψ map, and all those on
side chains by the NMAD/D2O map. Therefore some side-chain atoms give a contribution in
Method II, but do not give one in Method I. In Fig. 4 we show the contributions to the frequency
shift, as a function of residue, from nearest-neighbor backbone atoms (Δωnn), and from side-
chain atoms of the three relevant residues (Δωsc), for Methods I and II. Considering first the
nearest-neighbor contributions, one sees that from residue 35 to residue 47 the frequency shifts
are positive, nearly uniform, and nearly the same for the two methods. They are uniform since
the peptide is α-helical, with similar φ - ψ angles, in this region. The NMAD/D2O map does a
surprisingly good job (compared to the presumably more accurate φ - ψ map) for these residues.
Toward both ends of the peptide the frequency shift varies more (the helix is less rigid),
becomes smaller, and the NMAD/D2O map performs less well. Turning next to the side-chain
contribution, for most residues this contribution is small or zero, while for residues 35, 36, 46
and 47 the contributions are substantial. The largest difference between the two methods occurs
for Thr-47, where for example its β-carbon makes contributions to the fields on both C and N
atoms in Method II, but does not in Method I.

It is also of interest to decompose the frequency shifts into their different contributions, for
each residue.20 We choose to consider the contributions from all (including side-chain) atoms
on the residue of interest and its two nearest-neighbor residues (which is the sum of the two
“local” peptide contributions discussed above, in this context labeled as Δωloc), from all other
(non-local) peptide atoms (Δωnloc), from all lipid atoms (Δωlipid), from all water atoms
(Δωwater), and from the counterions (Δωion). These five contributions for each residue, for
Method I (the last four contributions are identical in the two methods), are shown in Fig. 5. In
general the largest contributions come from Δωnloc, that is, from peptide atoms on residues
that are at least next-nearest neighbors to the residue of interest. For residues 34 to 47 these
are large and negative, coming from intra-helix hydrogen bonding. For residues on the ends,
where one or both of these hydrogen bonds are broken, the shifts are less negative. The next
largest contributions come from lipid atoms (in this case the positively and negatively charged
amine and phosphate groups, respectively). For residues 30 to 33 and 49 to 51 (those in the
head-group region) these contributions are large and negative, while for residues 34 to 48 (in
the middle of the membrane), these contributions are much smaller. The third largest
contributions in general come from nearby peptide atoms through Δωloc. As discussed above,
for this contribution the greatest variation from residue to residue is due to the different side
chains. The contribution from water is near zero (as expected) for residues in the middle of the
membrane, but is still surprisingly small for residues near the membrane surfaces. The
contributions from the counterions (there are only four of them) are very small, as expected.

A few general comments about these results are also in order. First of all, each of these
contributions varies widely from residue to residue. Thus, for example, the non-local peptide
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contribution varies from -120 to +20 cm-1, the local peptide contribution from -30 to +50
cm-1, and the lipid contribution from -90 to +20 cm-1. The overall frequency shift, obtained
from the sum of the five contributions, varies much less (from -90 to -40 cm-1 for Method I),
since, for example, from residue to residue one kind of red-shifting hydrogen bond (intra-helix)
is replaced by another (lipid). Secondly, we must acknowledge that the (average) contribution
from water molecules (from which the map was obtained) is very small indeed, meaning that
most of the frequency perturbations come from atoms reflecting environments from which the
map was not parameterized. This points out the very strong need for systematic studies of the
accuracy of this map in these circumstances, and very likely for the development of better
maps.

B. 2D-IR spectra
We also can compare theoretical and experimental results for the 2D-IR spectra for each of the
labeled samples, all taken with the waiting time set to zero. Our calculations assume infinitely
short pulses, in which case only the rephasing response is relevant, which is given by43,78,86

(11)

where ω21 is the transition frequency between the first and the second vibrational excited states,
and T21 is the vibrational relaxation time from the second vibrational excited state to the first
vibrational excited state. To obtain this expression one once again invokes the second-cumulant
truncation, the Condon approximation, and also neglects orientational dynamics. In addition,
it is assumed that the frequency gaps are strictly correlated (δω21 (t) = δω10 (t)) and that |
μ21|2 = |μ10|2, where μ10 is the transition dipole between the ground state and the first vibrational
excited state and μ21 is the transition dipole between the first and the second vibrational excited
states.43,78 In the calculation of 2D-IR spectra for CD3-ζ, the experimental T10 of 600 fs and
T21 of 400 fs are used for all residues.21,22 An anharmonic shift of 14 cm-1 is also taken from
the experiments to calculate ⟨ω21⟩.22 The signal S123(ω1, 0, ω3) was calculated by double half-
Fourier transforming the real part of the response function:78,86

(12)

The absolute value spectra were generated by plotting the magnitude of S123(ω1, 0, ω3) as a
function of two frequency variables ω1 and ω3.22

For example, shown in Fig. 6 is the 2D-IR spectrum for Leu-49 calculated using Method I.
The shape of the theoretical 2D-IR spectrum compares reasonably well with the experimental
results,21 although the former is too round. The diagonal and anti-diagonal widths for all
residues using both Methods I and II are calculated and plotted in Figs. 7 and 8. As observed
in the experiments, the calculated diagonal widths are more dependent on the residue position
than are the anti-diagonal widths.22 As shown in Figs. 7 and 8, the theoretical results from
Methods I and II share a very similar trend. While the theoretical anti-diagonal widths are in
excellent agreement with experiment, the theoretical diagonal widths are systematically too
small compared to experiment, although the asymmetric shape as one passes from one side of
the membrane to the other is correctly captured by the theory. Moreover, the theoretical
diagonal width for Gly-43 is somewhat enhanced, as in experiments, while similar
enhancements for Leu-39 and Ile-41 are not observed theoretically.

To understand further the factors that impact the diagonal widths we analyzed the FTCFs
calculated using Method I for all the residues, among which four FTCFs are selectively plotted
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in Fig. 9. The FTCFs have different initial values, and in general show a fast drop, which is
mostly over by about 200 fs, and a much slower decay. We thus approximated each FTCF by
the form

(13)

which involves a slow exponential decay, and an unspecified fast component. We first fit each
FTCF starting at 500 fs to an exponential decay; such (reasonably good) fits are shown in Fig.
9. The τs thus obtained are in the range of tens of picoseconds, and are not tremendously
sensitive to the residue position, as shown in Fig. 10. The fast component of the FTCF, Cf(t),
is determined numerically by subtracting the slow exponential decay from C(t). If the fast
component is in the homogeneous limit and the slow component is in the inhomogeneous limit,
then the line shape function can be approximated by87

(14)

where

(15)

The diagonal widths of 2D-IR spectra calculated with the approximate g(t) (Eq. (14)) are plotted
in Fig. 11 for all residues. The good agreement for 2D-IR diagonal widths using the exact and
approximate g(t) verifies the validity of Eq. (14).

The IR FWHM linewidth resulting from the first (homogeneous) term in Eq. (14) would be

(16)

while that from the second (inhomogeneous) term would be

(17)

In Fig. 12 we show these two hypothetical linewidths for each residue. One sees that the
inhomogeneous linewidths are roughly three times larger, and thus make the dominant
contribution. It is also interesting that these inhomogeneous linewidths share a similar trend
with the calculated 2D-IR diagonal widths (see Fig. 11). These two facts suggest that the 2D-
IR diagonal widths mainly reflect the inhomogeneous frequency distributions, which in turn
are due to the ensemble of local structures. Nearby the membrane surfaces, the lipid headgroups
and water molecules partially unfold the ends of the peptides, resulting in larger structural
disorder and thus broader inhomogeneous frequency distributions; in contrast, in the membrane
interior the peptides are more constrained by the neutral environment, showing narrower
frequency distributions. Moreover, since the peptide bundle shape (see Fig. 2) is asymmetric,
being more expanded on the N-terminal end, the fall and rise of the diagonal linewidths as one
goes from residues 31 to 51, and consequently passes through the membrane, is also
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asymmetric. In particular, the expanded N-terminal end is more immersed in the membrane,
and thus has smaller frequency fluctuations, and smaller diagonal linewidths.

In looking at the pattern of calculated diagonal linewidths, that of Gly-43 is anomalously large.
From Fig. 12 one sees that in this case this is due to an unusually large homogeneous linewidth.
In order to determine the source of this enhancement, we first noticed from the simulation that
the carbonyl of Gly-43 participates in an extra intra-helical hydrogen bond with the side-chain
hydroxyl of Thr-47. By artificially deleting the frequency perturbation from this hydroxyl, we
find that the homogeneous linewidth of Gly-43 drops from 7.2 to 2.3 cm-1, while its
inhomogeneous linewidth has a rather marginal change from 8.8 to 7.9 cm-1. Thus we conclude
that the enhanced homogeneous linewidth is due to the additional fast dephasing from this extra
fluctuating hydrogen bond. As noted above the enhancement of the diagonal linewidth for
Gly-43 (compared to some other residues in the middle of the membrane) was also seen
experimentally.22

V. CONCLUDING REMARKS
In this paper we report the development of a simple empirical amide I vibrational frequency
map, which relates the amide I frequency to components of the electric fields on the relevant
C and N atoms. The map is applied to the CD3-ζ trans-membrane peptide bundle system, and
gives fair agreement for average frequencies and 2D-IR diagonal linewidths with experiments
on a number of different isotope-edited samples. The calculated frequency shifts (from the gas-
phase value) are in the same range as the experimental results, but show greater variation as a
function of residue position than experiment. The calculated diagonal widths are all somewhat
smaller than those in experiment, but on the whole demonstrate an asymmetric fall and rise,
as one passes from one side of the membrane to the other, and as observed in the experiments.
Theoretical analysis of the results shows that the diagonal widths are dominated by static
frequency inhomogeneities, arising from a distribution of static structures. Thus there is more
structural variation near the edges of the membrane, due to lipid headgroups and water
penetration, than in the center of the membrane. The asymmetry in the pattern of diagonal
linewidths follows from the asymmetry in the peptide bundle structure, being more expanded
on N-terminal end.

While these theoretical results are very promising, there remain significant discrepancies
between theory and experiment, and so it is important to try to sort out their sources. Certainly
in simulations such as these, one should always suspect the accuracy of any one given force
field. As such, it would be desirable to repeat these calculations for other force fields. Another
important issue has to do with the relevant time scales for conformational fluctuations in such
a complicated protein/lipid/water system. In principle one needs to run long enough to sample
all conformational fluctuations in the real experimental ensemble, which in practice might
necessitate simulations of ms or longer. In our ns simulations, for example, we calculate the
frequency shift for each residue in the tetrameric CD3-ζ peptide bundle by averaging over the
means from the four helices. The large standard deviations of the mean for the calculated
frequency shifts indicate that the four helices are not equivalent in the MD simulation, even
though presumably in experiment they are. Doubling the simulation time did not improve this
inequivalence, and so it is suspected that we are simply missing important conformational
fluctuations on longer time scales. This could account for the observed greater variability in
average frequency as a function of residue in theory compared to experiment; in much longer
simulation runs perhaps this variability would average out to some extent. In addition, the
insuffcient sampling of the long-time inhomogeneous fluctuations may be responsible for the
smaller calculated diagonal widths compared to experiment, while the theoretical anti-diagonal
widths determined more by the short-time local fluctuations seem to have converged.
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Another important issue has to do with the accuracy of the vibrational frequency map, and
especially its transferability from NMAD/D2O to a trans-membrane peptide bundle in aqueous
solution. To be confident in our approach, one really needs systematic studies of dilute NMA
in other polar and non-polar solvents, to assess the transferability of the map developed for
water to other kinds of environments. Next one would want to consider the transferability of
the map to small peptides, to assess the best way to take into account the dependence of local
frequencies on nearest-neighbor φ -ψ and side-chain degrees of freedom. Finally one would
want to consider peptides with well-defined α-helix and β-sheet secondary structures, to assess
the best way to take into account the dependence of the local frequencies on different kinds of
intramolecular hydrogen bonds.

Despite these caveats, we stress again the promise of a combined experimental and theoretical
approach for understanding complicated biological protein systems. Judicious isotope editing
affords a significant and profound simplification (since it produces isolated vibrational
chromophores), and 2D-IR experiments are ideal for measuring the resulting weak signals in
congested frequency regions. Thus synthesis (of the isotope-labeled samples) and ultrafast
vibrational spectroscopy, together with molecular dynamics simulations and relatively simple
frequency maps, can help provide structural and dynamical information on complicated
systems of substantial biological interest.
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FIG. 1.
Schematic representation of the CD3-ζ peptide in the lipid bilayer.
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FIG. 2.
Snapshot of the system from the MD simulation of CD3-ζ. The tetrameric CD3-ζ peptide
bundle is represented by green ribbons. The tails of the lipid molecules are shown as light green
lines while the yellow and blue spheres represent the N and P atoms in the head groups,
respectively. Oxygen and hydrogen of water are in red and light gray, respectively.
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FIG. 3.
Frequency shifts from gas-phase values, Δω, versus residue number. Calculations using
Methods I and II are described in the text. The numbers reported are the averages of the four
helices in the CD3-ζ bundle; the (one-sigma) error bars indicate the standard deviations of the
mean.
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FIG. 4.
Contributions to frequency shifts for Methods I and II from atoms on the residues of interest,
and those on its two nearest-neighbor residues, versus residue number. Δωnn denotes
contributions from backbone atoms on nearest-neighbor residues, and Δωsc denotes
contributions from side-chain atoms on all three residues.
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FIG. 5.
Contributions to frequency shifts for Method I versus residue number, from: all (including
side-chain) atoms not subject to the 1-4 exclusion on the residue of interest and its two nearest-
neighbor residues (Δωloc), all other peptide atoms (Δωnloc), all lipid atoms (Δωlipid), all water
atoms (Δωwater), and the four counterions (Δωion).
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FIG. 6.
2D-IR spectrum for Leu-49 calculated using Method I. The line shape shown is averaged over
the four helices in the CD3-ζ bundle. The frequencies in the figure have been shifted by 59.6
cm-1 for a direct comparison with the experimental 13C=18O spectrum.21 The diagonal width
(the dashed line is the FWHM) is calculated from a diagonal slice through the maximum; the
anti-diagonal width (the dotted line is the FWHM) is calculated from an anti-diagonal slice
through the maximum.
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FIG. 7.
Diagonal widths in 2D-IR spectra; the error bars indicate the standard deviations of the mean.
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FIG. 8.
Anti-diagonal widths in 2D-IR spectra; the error bars indicate the standard deviations of the
mean.
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FIG. 9.
FTCFs for four residues in the CD3-ζ bundle calculated using Method I. The long-time
exponential decays obtained from fitting data for t ≥ 500 fs are plotted as dashed lines.
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FIG. 10.
Time constants for the slow decay, τs, obtained for each residue by fitting its FTCF for t ≥ 500
fs. The numbers reported are the averages of the four helices in the CD3-ζ bundle; the error
bars indicate the standard deviations of the mean.
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FIG. 11.
Diagonal 2D-IR widths using exact and approximate line-shape functions (see text).
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FIG. 12.
Homogeneous and inhomogeneous IR linewidths (see text).
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TABLE I
Summary of the calculated IR line shape descriptors for NMAD in D2O. Δω is the frequency shift from the gas-phase
value: Δω ≡ 〈ω10〉 - ωg, with ωg = 1717 cm-1;72 Γ is the FWHM of the line shape. Both Δω and Γ are in cm-1.

Map Δω Γ

S13/C22 -66.6 23.8

S2/C22 -63.8 24.7

S13/G96 -46.0 22.0

S2/G96 -47.9 23.8

New/C22 -83.1 31.2

New/G96 -71.8 33.2
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