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Abstract

Evidence suggests that the neural system associated with face processing is a distributed cortical
network containing both bottom-up and top-down mechanisms. While bottom-up face processing
has been the focus of many studies, the neural areas involved in the top-down face processing have
not been extensively investigated due to difficulty in isolating top-down influences from the bottom-
up response engendered by presentation of a face. In the present study, we used a novel experimental
method to induce illusory face detection. This method allowed for directly examining the neural
systems involved in top-down face processing while minimizing the influence of bottom-up
perceptual input. A distributed cortical network of top-down face processing was identified by
analyzing the functional connectivity patterns of the right fusiform face area (FFA). This distributed
cortical network model for face processing includes both “core” and “extended” face processing
areas. It also includes left anterior cingulate cortex (ACC), bilateral orbitofrontal cortex (OFC), left
dorsolateral prefrontal cortex (DLPFC), left premotor cortex, and left inferior parietal cortex. These
findings suggest that top-down face processing contains not only regions for analyzing the visual
appearance of faces, but also those involved in processing low spatial frequency (LSF) information,
decision making, and working memory.
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Introduction

The processing of visual information involves not only bottom-up mechanisms, such as the
cascade of cortical regions that analyze increasingly complex information based on retinal
input, but also top-down mechanisms. Top-down mechanisms use existing knowledge and
expectations to recognize or interpret ambiguous sensory information quickly and correctly
[25,26,37,38,42]. A series of studies have been carried out to determine where top-down control
signals come from [29]. For example, a recent study proposed that the medial frontal cortex
might contain a face template that sends top-down signals to face-sensitive brain areas, which
then compare visual input against the template to detect faces [37]. Using a face imagery task,
it has been found that posterior cortical regions involved in face processing are modulated by
top-down signals originating in prefrontal cortex [20,28]. Taken together, these findings
suggest that the prefrontal cortex may be the source of the top-down mechanisms involved in
face processing.

Converging evidence from functional neuroimaging and neuropsychological research has
revealed that face processing is mediated by a distributed bottom-up cortical network. This
network includes a “core” system associated with processing invariant and dynamic facial
information and an “extended” system involved in further processing of faces in concert with
other neural systems [7,11,12,14,18]. However, the neural activation patterns induced by pure
top-down mechanism have not been studied in depth and the relationship between top-down
face processing and these core and extended face areas is unknown. Therefore, the goal of the
present study is to investigate the neural systems for top-down face processing by minimizing
bottom-up information. The results of this investigation may complement the previously
identified bottom-up distributed neural network for face perception and thus allow for a more
comprehensive understanding of the neural mechanisms of face processing.

Because experiments typically involve actual images of faces, most studies of top-down face
processing fail to isolate top-down effects from the activations engendered by strong bottom-
up visual input. To minimize contamination from bottom-up input, we used a novel
experimental paradigm that induces illusory detection of faces while viewing complex noisy
images; unbeknownst to participants, the presented images are pure noise, and contain no
systematic information [42]. Thus, any particular image for a face detection response looks no
different from the images that fail to produce face detection. It is only in averaging thousands
of face-detected pure noise images that the subtle physical properties that promote illusory face
detection are revealed. Thus, the neural response patterns on face detection trials are almost
entirely attributable to top-down face processing. Our recent study using this method revealed
that the FFA plays a crucial role in top-down face processing [42]. However, this finding was
obtained by simply subtracting the activation patterns on face detection trials from non-
detection trials, which is a method that cannot reveal interactions between regions. In the
present study, a psychophysiological interaction (PP1) analysis was used to investigate the
interregional functional connectivity. By analyzing PP maps, we sought to identify the
complex network involved in the top-down control of face processing.

Materials and Methods

Twelve right-hand healthy subjects (five women, age=23.8 + 1.4), with normal or corrected-
to-normal vision participated in this study. The Human Research Protection Program of Tiantan
Hospital approved this study. All participants provided written informed consent prior to their
participation in the study.

Four types of stimuli were used: face images overlaid with 50% noise (Figure 1, A), face images
overlaid with 75% noise (Figure 1, B), pure noise image (Figure 1, C), and checkerboard images
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(Figure 1, D). The experiment began with a session designed to train participants in the task
of progressively more difficult face detection. The training session consisted of 6 56-s blocks,
each of which included 8 checkerboard-image null trials and 20 task trials in three phases (2
blocks per phase). In the first phase, half of the task trials presented faces overlaid with 50%
noise while the other half presented pure noise images. In the second phase, half of the task
trials contained faces overlaid with 75% noise while the other half presented pure noise images.
The third phase of training presented pure noise images on every task trial. Participants were
instructed that half of all task trials contained faces and that the task would become
progressively more difficult. They were told to press a button on a response device with their
left or right finger (counterbalanced across subjects) when they detected a face in the image.
For each trial, the image was presented for 600 ms after a 200-ms fixation cross, followed by
a blank screen for 1200 ms (Figure 1). Following training, four testing sessions ensued, each
of which contained 40 checkerboard trials that were used as control null trials and 120 pure-
noise-image task trials. The procedure for these test trials was the same as the third phase of
training that only contained noise images. During the checkerboard trials, no responses were
required.

Structural and functional fMRI data were collected using a 3.0 T MR imaging system (Siemens
Trio a Tim, German) at Tiantan Hospital. The functional fMRI series was collected using a
single shot, T2*-weighted gradient-echo planar imaging (EPI) sequence (TR/TE = 2000/30
ms; 32 slices; 4 mm thickness; matrix = 64x64) covering the whole brain with a resolution of
3.75x3.75 mm. High-resolution anatomical scans were acquired with a three-dimensional
enhanced fast gradient-echo sequence, recording 256 axial images with a thickness of 1 mm
and a resolution of 1x1 mm.

Spatial preprocessing and statistical mapping of fMRI data analysis were conducted with SPM5
(http://www.fil.ion.ucl.ac.uk/spm/). The first three functional scans of data were discarded to
allow for signal saturation. Scans were corrected for differences in slice time acquisition and
for motion effects by sinc interpolation, normalized using transformation parameters derived
from the high resolution anatomical image co-registered to MNI template, and smoothed using
a6 mm full-width-at-half-maximum (FWHM) Gaussian smoothing kernel. Analysis was based
on the AR(1) model. Voxel-by-voxel t-tests were applied on the first level analysis, which used
a fixed-effects model. For the second-level analysis, one-sample t-tests were used to explore
the brain connectivity pattern.

In light of earlier studies that examined the main effect of faces (activation evoked by face-
detection compared to non-detection responses), this study focused on face-sensitive regions
in the fusiform and occipital regions. Many previous studies have identified the fusiform face
area (FFA) and the occipital face area (OFA) [3,10,21,39]. Following analysis of these areas
to define the volume of interest (VOI), the current study used Psychophysiological interaction
(PP1) to identify physiological activity from other areas involved in the process of illusory face
detection [9,36]. Thus, PPI computed whole-brain connectivity between the time series of the
seed VOI and the time series of all other voxels. As documented in previous studies, the right
FFA plays a crucial role in perception of face processing [7,21,22]; therefore the right FFA
was used as a seed region in the PPI analysis in this illusory face detection task to identify the
neural network for top-down processing. In the present study, the seed region was a 4-mm-
radius sphere centered on the most significant right FFA voxel in the main effect analysis, and
the interaction term (face-detection vs. non-detection) was used as a regressor or explanatory
variable to test significance by a conventional SPM analysis. PPI analysis was carried out for
each subject and the resulting images of contrast estimates were entered into a random effect
group analysis to determine the regions that showed significant functional connectivity to the
seed region. The functional connectivity map was obtained with a threshold of P = 0.005
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(uncorrected; T = 3.11) and minimum cluster = 15 voxels and the threshold was determined
based on previous studies [4,37].

First, with regard to the main effect of illusory face detection as measured in fusiform and
occipital regions of all 12 subjects after applying a height threshold of P = 0.005 (uncorrected
for multiple comparisons), a right fusiform face area (FFA) was identified for all subjects
(Talairach coordinate (TAL) = (4315 —53+4 —1315)); a left FFA was found for 9 subjects
(TAL = (—40+5 —51+6 —13+3)); a right occipital face area (OFA) was found for 8 subjects
(TAL = (3815 —77+7 —9+£1)) and a left OFA was found for 5 subjects (TAL = (—35+4 —74+6
—6+3)). The results of this illusory face detection task are consistent with those of previous
studies of face processing that contained actual face stimuli. This finding suggests that these
posterior regions may be involved not only in bottom-up face processing but also in top-down
face processing [33,35].

Second, we focused on the regions showing significant connectivity to the right FFA based on
the activation difference between the face-detection trials and the non-detection trials (P
<0.005, uncorrected, k cluster > 15 voxels, see table 1 and Fig. 2). The right FFA showed
increased face-detection interactions with several occipito-temporal regions, as well as with
the left superior temporal sulcus (STS), bilateral amygdala, left inferior frontal gyrus (IFG),
right hippocampus, bilateral orbitofrontal cortex (OFC), left anterior cingulate cortex (ACC),
left dorsolateral prefrontal cortex (DLPFC), left inferior parietal lobule (IPL) and left premotor
cortex. Most of these same regions have been implicated in previous studies on face processing
that used actual face images [7,11,12,14,18], although in the current case there were no faces,
and face detection was illusory.

Discussion

The present study used a novel method that experimentally isolated the influence of the top-
down face processing from that of bottom-up input by inducing illusory face detection to pure
noise images. Results from a PPI analysis revealed that the brain regions involved in top-down
face processing overlapped greatly with the regions reported in previous studies even though
previous studies did not control the influence of the bottom-up visual input [7,11,12,14,18].
For example, the top-down regions identified by our analysis included FFA, 10G and STS,
which are considered part of the “core” bottom-up face processing system. In this core system,
the fusiform gyrus is responsible for the analysis of invariant features of a face related to the
face identity whereas the STS is responsible for the analysis of dynamic features of a face
[11,12,14,18]. Our analysis also identified top-down face processing brain regions beyond the
ventro-occipital temporal complex, including IFG, hippocampus, and amygdala. Previous
studies of face processing that involved actual face images have proposed that these regions
are part of the “extended” network of face processing. Furthermore, the IFG has been
implicated in semantic aspects of face processing [16,19,27] as well as hippocampus mediated
memory processing [13,16,32]. Others have found that the activation of amygdala is modulated
by the valence of faces and facial expressions [5,8,17], leading to the conclusion that the
amygdala is as a “relevant detector” that serves to provide appraisal of face-related events
[34]. In the present study, because all of the regions mentioned above are found to be part of
the interregional functional connectivity even though participants only saw pure noise image,
the involvement of these regions is attributed to top-down face processing. Thus, the regions
previously identified as the core and extended system of faces are not only involved in bottom-
up processing in response to actual face images, but also involved in top-down processing such
as illusory face detection.
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It should be noted that the OFC and ACC had increased functional connectivity to the right
FFA during the face-detection trials compared to non-detection trials. OFC has been
consistently found to be involved in face processing such as mediating the perception of
attractive and sexually relevant faces [15,24,30]. With regard to the top-down object
processing, recent studies have suggested that OFC also guides a matching process to determine
the most probable interpretation of an image based on the global and low spatial frequency
(LSF)-based properties of the visual input [1,2,25,26]. A similar mechanism may be at work
in the present study where the participants attempted to detect faces in pure noise. With regard
to the ACC, many studies have shown that the ACC plays a crucial role in decision-making
tasks [6,23,41]. The co-activation of the ACC and the OFC in the present study suggests that
the ACC is engaged when deciding whether a face is present or absent based on the response
provided by the OFC.

The patterns of activation in the DLPFC, premotor cortex and IPL are remarkably similar to
those found in previous studies of working memory. As reported in a meta-analysis of working
memory neuroimaging studies, DLPFC and premotor cortex respond to the continuous
updating of working memory and the maintenance of temporal order memory. In addition, IPL
is described as a “buffer for perceptual attributes” [31,40]. In the present study, these regions,
along with the hippocampus, might have been engaged to continuously update and store the
face features generated from the existing knowledge via the top-down mechanisms and features
extracted from the visual input from the pure noise images to assist the decision of whether
one had seen a face.

Conclusions

By using a novel experimental method that induced illusory face detection, the present study
examined the neural system involved in the top-down face processing while minimizing the
influence of bottom-up perceptual input. We identified a distributed cortical network of top-
down face processing by analyzing the functional connectivity patterns of the right fusiform
face area (FFA). The identified regions included the “core” and “extended” systems for face
processing that were previously identified using actual face images. The identified regions also
included left anterior cingulate cortex (ACC), bilateral orbitofrontal cortex (OFC), left
dorsolateral prefrontal cortex (DLPFC), left premotor cortex, and left inferior parietal cortex.
These findings suggest that the cortical network of the top-down face processing contains not
only the regions for analyzing the visual appearance of faces but also those involved in
processing low spatial frequencies (LSF) visual information, decision making, and working
memory.
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A. Easy-to-detect-face trial

B. Hard-to-detect-face trial

C. Pure-noise-image trial

D. Checkerboard-image trial

blank ITT 1200 ms

stimulus 600 ms

patincros20ms

time

Fig. 1.

The sequence of displays in a trial (left to right) and examples of the four types of stimuli used
in the experiment (A to D). During training, the first phase used image 50% noise image stimuli
(A) for face present trials. The second phase used 75% noise image stimuli (B) for face present
trials. Finally, by the end of training, all trials were pure noise (C), although participants were
instructed that half of the trials still contained faces. Checkerboard images were used as controls

(D).
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T value

Fig. 2.

The PPI analysis map. Areas illustrated in this map show a greater covariation with the right
FFA activity for illusory face response trials compared to non-face response trials. The
threshold was set at T > 3.11 (P < 0.005, uncorrected) and minimum cluster volume = 15
voxels. The color bar represents T values. The numbers beneath each image refer to the z
coordinates of Talairach. A, bilateral Fusiform Gyrus; B, bilateral amygdala; C, right
hippocampus; D, bilateral Orbitofrontal Cortex; E, left Superior Temporal Sulcus; F, left
Anterior Cingulate Cortex; G, left Inferior Frontal Gyrus; H, left Dorsolateral Prefrontal
Cortex; 1, left Superior Frontal Gyrus; J, left Inferior Parietal Lobule; K, left Premotor Cortex;
L, left; R, right;
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