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Abstract
Automatic change detection reflects a cognitive memory-based comparison mechanism as well as a
sensorial non-comparator mechanism based on differential states of refractoriness. The purpose of
this study was to examine whether the comparator mechanism of the Mismatch negativity component
(MMN) is differentially affected by the lexical status of the deviant.

Event-related potential (ERP) data was collected during an “oddball” paradigm designed to elicit the
MMN from 15 healthy subjects that were involved in a counting task. Topography pattern analysis
and source estimation were utilized to examine the deviance (deviants vs. standards), cognitive
(deviants vs. control counterparts) and refractoriness (standards vs. control counterparts) effects
elicited by standard-deviant pairs (“deh-day”; “day-deh”; “teh-tay”) embedded within “oddball”
blocks.

Our results showed that when the change was salient regardless of lexical status (i.e., the /e:/ to /eI/
transition) the response tapped the comparator based-mechanism of the MMN which was located in
the cuneus/posterior cingulate, reflected sensitivity to the novelty of the auditory object, appeared in
the P2 latency range and mainly involved topography modulations. In contrast, when the novelty
was low (i.e., the /eI/ to /e:/ transition) an acoustic change complex was elicited which involved
strength modulations over the P1/N1 range and implicated the middle temporal gyrus. This result
pattern also resembled the one displayed by the non-comparator mechanism. These findings suggest
spatially and temporally distinct brain activities of comparator mechanisms of change detection in
the context of speech.
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1. Introduction
The deviance related activity reflected by the MMN is thought to be comprised of two
mechanisms: (1) A sensory mechanism (Pantev et al., 1989) reflecting the differential state of
refractoriness (Ritter et al., 1968; Näätänen, 1992; Näätänen and Picton, 1987) between neural
activations associated with the deviant auditory input and the repetitive standard stimuli. (2)
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A pre-attentive memory-based comparison process reflecting the cognitive mechanism (Alho
et al., 1993; Alho, 1995; Näätänen and Alho, 1997; Näätänen et al., 2005; Kujala et al.,
2007).

The brain can detect changes in sound frequency on the basis of differential neural refractory
states. According to this account the MMN arises because of selective adaptation of the N1
response by preceding standard stimuli (sensory component) leading to its attenuation which
is interpreted in terms of neural refractoriness (Jääskeläinen et al., 2004). Thus, this account
of MMN elicitation does not rely on memory representations, is more sensorial in nature and
reflects a non-comparator mechanism of automatic change detection (Maess et al., 2007). On
the other hand, for a wide range of stimuli, there is evidence that the MMN is elicited by a
cognitive mechanism based on auditory sensory memory that compares the incoming deviant
stimulus and the standard template (Näätänen and Alho., 1997, Näätänen et al., 2001). This
account of the MMN is more cognitive in nature reflecting a comparator mechanism involving
memory representations (Maess et al., 2007).

Adaptation of early N1 components occurs at approximately 100 milliseconds (ms) after
auditory stimulation (Thompson and Spencer, 1966; Ritter et al., 1968; Hari et al., 1982),
whereas the MMN which is assumed to be elicited by memory-based processes (Näätänen,
1982) occurs 100–200 ms after deviant stimulation. Thus, the N1 and MMN occur in close
temporal succession within 100–200 ms from change onset and may even partly overlap in
time.

The present study disentangles the relative contribution of cognitive and sensory mechanisms
underlying deviance detection in the context of natural speech as was previously done in the
context of tones (Opitz et al., 2005). In contrast to tones, speech sounds are spectrally rich and
occupy a wide range of frequencies. In the literature there are competing views about the nature
of speech. One view claims that speech is special and is being processed in specialized modules,
while the contrasting view claims that speech sounds are processed by the same neural
mechanisms shared by other sounds. For example, left lateralization in processing speech may
be explained by the existence of rapidly changing spectral energy shared by speech and rapidly
changing acoustic patterns which are not speech. On the other hand, it could be explained by
a predisposition of one hemisphere to develop a module for phonemes (for a review on these
two contrasting views see Shtyrov et al., 2005 and Zatorre and Gandour, 2008).

Recently, it was shown that left-lateralized effects were only observed when the target sound
was presented within a word context, and not when it was placed within a pseudoword context
(Shtyrov et al., 2005) and it was suggested that the MMN is sensitive to long-term memory
traces or distributed memory networks for language (Shtyrov et al., 2005, 2007). These findings
point to the interaction between afferent pathways that carry stimulus information with top-
down processing mechanisms that modulate these processes (Zatorre and Gandour, 2008).

The purpose of this study was to examine the influence of the lexical status of the deviant
stimulus on the cognitive (comparator) part of change detection controlling for refractoriness
contributions to MMN, thus, allowing to test for memory-comparison based MMN mechanism
(Opitz et al., 2005; Maess et al., 2007; Laufer et al., 2008) using ERP data collected during an
“oddball” paradigm designed to elicit the Mismatch Negativity (MMN).

We used a variant of an experimental protocol controlling for refractoriness contributions to
MMN, thus, allowing testing for memory-comparison based MMN mechanism. The paradigm
has been firstly introduced by Schröger and Wolff (1996) and subsequently used in auditory
(Schröger and Wolff, 1998; Jacobsen et al., 2003a,b; Jacobsen and Schröger, 2001, 2003; Opitz
et al., 2005; Maess et al., 2007; Horváth et al., 2008; Laufer et al., 2008) and visual (Czigler
et al., 2002; Pazo-Alvarez et al., 2004) MMN research.
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The stimuli we used to elicit the MMN were based on those used in a previous study (Pettigrew
et al., 2004). In the latter study it was found that a larger MMN response was elicited by
contrasts with a nonword standard and word deviant (e.g., “deh”-“day”, “geh”-“gay”) than the
reverse contrasts (i.e., word standard, nonword deviant, e.g., “day”-“deh”, “gay-“geh”) with
the word/nonword distinction represented by a single acoustic change (the vowel). This MMN
enhancement to the word deviants was termed the “word advantage” effect that has been
suggested to reflect long term memory (LTM) for words that occur in addition to the acoustic
change (Pulvermüller et al., 2001, 2004; Shtyrov et al., 2002, 2005). Other studies (Diesch et
al., 1998; Jacobsen et al., 2004), however, suggested that lexical analysis is performed
regardless of the occurrence of a concurrent acoustic change (i.e. also for the standard stimulus)
and that lexical regularity is formed and used as a template against which lexical change can
be detected (Muller-Gass et al., 2007).

To enhance the chances of eliciting the “word advantage” effect we used the same stimulus
pair (i.e., “deh”-“day”) that elicited an MMN enhancement in the Pettigrew et al. (2004) study
within a crossed design paradigm. Specifically, “oddball’ blocks could involve either a word
deviant (“day”) presented among non-word standards (“deh”) or vice versa. In addition, a
control condition was added to control for the acoustic change in the vowel. However, in
contrast to the Pettigrew et al. (2004) study we used naturally produced stimuli.

Based on the findings related to the “word advantage” effect we have hypothesized that (1) the
lexical status of the deviant will modulate the change detection process. Specifically, the word
deviant “day” will activate LTM traces for words resulting in a more robust comparator
mechanism than that activated by the nonword deviant; (2) The comparator mechanism will
be located in the anterior rim of Heschl’s gyrus (HG) whereas, the sensory non-comparator
mechanism reflected by refractoriness will be located in the superior temporal gyrus (STG) in
the vicinity of HG (Jääskeläinen et al., 2004; Opitz et al., 2005; Ahveninen et al., 2006; Laufer
et al., 2008; Lomber and Malhotra, 2008); (3) The contrast between deviants (low state of
refractoriness) and standards (high state of refractoriness) will yield positive differential brain
activations, whereas the contrast between standards (high state of refractoriness) and standard
control counterparts (low state of refractoriness) will yield negative differential brain
activations. The reasoning for the third hypothesis is as follows. The conventional deviance
effect (contrasting deviants with standards) and the refractoriness effect (contrasting “oddball”
standards with their control stimuli) both involve a comparison between stimuli that repeat
many times (standards) and stimuli that are infrequent (deviants and control stimuli). Thus, a
response decrement associated with the standards was expected due to the repetition effect
leading to refractoriness (Hari et al., 1982; Budd et al., 1998; Yagcioglu and Ungan, 2008).

2. Methods
2.1 Subjects

Fifteen right-handed adult healthy subjects, native speakers of English, 7 women, participated
in the study. Subjects ranged in age from 23–28. All subjects gave informed consent to
participate in the study.

2.2 Experimental protocol
Three non-words, /de:/ “deh”; /te:/ “teh”; and /teI/ “tay”, and one word, /deI/ ”day”, were
recorded from a male native English speaker in a sound-proof chamber. These stimuli
comprised the following standard-deviant pairs that resulted in the three “oddball” runs: (1)
deh (standard)-day (deviant); (2) day-deh and (3) teh-tay (for the spectral content of each of
the stimuli see Laufer et al., 2008). Thus, “deh” and “day” swapped their roles as standard and
deviant in the second “oddball” block, whereas the third “oddball” block controlled for the
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acoustic change associated with the transition from a monophthong (/e:/) to a diphthong (/eI/)
occurring in the first standard-deviant pair.

The interval between two successive deviants varied quasi-randomly with gaps of 4, 6, 8, 10
or 12 standards with the constraint that gap size was balanced throughout the block. In the
“Oddball” blocks deviants appeared 42 times out of a total of 354 stimuli (probability of
occurrence = 12%).

In the “control” blocks an identical stimulus to the deviant (deviant-counterpart) was embedded
within a mixture comprised of the following contextual or “filler” stimuli, /pe:/ “peh”; /peI/
“pay”; /be:/ “beh”; and /beI/ “bay”; the remaining standard of the original “oddball” standard-
deviant pair (e.g., ”deh” when the block controlled for “day”) and the stimuli that comprised
the remaining standard-deviant pair (in this case, “teh” and “tay”). The seven contextual stimuli
were added to the control sequence so that the identical stimulus to the deviant from the
“oddball” block will become a control stimulus by appearing at the same probability as any
other stimulus in the sequence. There were three “control” runs, each corresponding to a
deviant-counterpart, either “day”, “deh” or “tay”, respectively. In the control blocks, stimuli
appeared quasi-randomly with the constraint that deviant-counterparts appeared with the same
spacing rule as the deviants in the “oddball” blocks (i.e. the interval between two successive
deviant-counterparts varied quasi-randomly with gaps of 4, 6, 8, 10 or 12 “filler” stimuli).

Each of the stimuli in the “control” block (a total of 8 different stimuli) repeated 42 times and
appeared with equal probability which was identical to that of the deviants in the “oddball”
block (12 %). There were 3 blocks of each type (“oddball” / “control”). Each block was repeated
twice. In total, 12 blocks of approximately 6 min. each were randomly presented for each
subject within a session.

The stimuli were truncated to 280 ms and normalized to the same loudness level by using
Adobe Audition 1.5 trial version software package. Spectral analysis of the stimuli was
conducted by Praat software version 4.3.19 (www.praat.org). Stimuli were presented with an
SOA (stimulus onset asynchrony) of 1 sec at 62 dB SPL via headphones. Stimulus presentation
was carried out by E-Prime 1.1 (1.1.4.1) (Psychology Software Tools, www.pstnet.com). The
subjects were instructed to count every stimulus, press a button when they reached 100 and
then reset their count and restart counting from zero again. This task was chosen to diminish
a possible contamination by N2b and P3b ERP-components which are elicited when deviants
are being discriminated from standards (Donchin et al., 1997; Opitz et al., 2005).

Three exemplars for each stimulus (e.g. deh1, deh2, deh3) were selected (out of a pool of 24
recordings per stimulus) on the basis of acoustic similarity (for the parameters that were used
to choose similar exemplars for each stimulus, spectral values and behavioral results with these
stimuli see Laufer et al., 2008). The three token types appeared randomly within each block
and their occurrence was balanced throughout each block.

The reason for using three tokens for each consonant-vowel stimulus was to control as much
as possible for acoustic factors, other than those inherent in the structure of the stimulus, which
could confound the elicitation of a deviant response. Using three different exemplars for each
consonant-vowel (CV) stimulus diminished the likelihood of a contingency developing
between a specific deviant-standard pair because of an uncontrolled acoustic facet associated
with either the deviant or the standard.

2.3 EEG Data Collection and Analysis
Scalp potentials were continuously recorded with Neuroscan 32-channel Cap (250 Hz
digitization; mastoid (A1, A2) reference; band-pass filtered (0.10–100Hz)). Impedance was

Laufer et al. Page 4

Neuroimage. Author manuscript; available in PMC 2010 January 15.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



maintained below 5 KΩ. Epochs of EEG from 100 to 400 ms post-stimulus onset were averaged
for each of the following stimuli from each subject to calculate the event-related potentials:
deviants (“deh”,”day”,“tay”), corresponding standards (“day”,”deh”,”the”) and deviant-
controls (the same physical stimulus as the deviants embedded within “control” runs).
Averaged waveforms were low-pass filtered (14 Hz) and baseline corrected (−100 to 0 ms).
Nuisance components of horizontal eye movements and blinks were removed offline in Matlab
(The Mathworks, Natick, MA) using EEGLAB (http://sccn.ucsd.edu/eeglab/index.html)
(Delorme and Makeig, 2004). Since the electrophysiological methods that comprise the step-
wise analyses have been previously described (Michel et al., 2004; Murray et al., 2004; De
Santis et al., 2007; Murray et al., 2006a,b; Murray et al., 2008) we provide here only a brief
description of the multi-step analysis referred to as electrical neuroimaging (Murray et al.,
2008).

2.4 ERP analyses
First, we analyzed amplitude modulations from all electrodes as a function of time after
stimulus onset in a series of paired randomizations. Second, point-wise paired randomizations
were computed to identify changes in the strength of the electric field at the scalp using global
field power (GFP) (Lehmann and Skrandies, 1980) from each subject and experimental
condition (“deviant”, “standard” and “control”).

Third, to statistically identify periods of change in the topography of the electric field at the
scalp the Global Dissimilarity (Lehmann and Skrandies, 1980) was calculated between
responses to different stimulus conditions for each time point per subject using a Monte Carlo
Bootstrapping analysis procedure. This analysis is also known topographic analysis of variance
(TANOVA, Strik et al., 1998). It is important to note that the observation of a GFP modulation
could derive from changes in electric field strength and/or changes in electric field topography.
However, observation of a GFP modulation without simultaneous topographic changes is
indicative of amplitude modulation of statistically indistinguishable generators across
experimental conditions (Murray et al., 2004).

2.5 Topographic pattern analysis
In the fourth step we used a spatial cluster analysis (Pascual-Marqui et al., 1995) to identify
the most dominant scalp topographies appearing in the group-averaged ERPs of each stimulus
condition (standard, deviant, and their corresponding counterparts) over time. These scalp
configurations are sometimes referred to as “segmentation maps” taken to represent a given
“functional microstate” of the brain or a given computational step during information
processing (Lehmann, 1987; Michel et al., 1999, 2001). This segmentation procedure allowed
us to identify time periods during which the different stimulus conditions differed in terms of
evoked scalp potential maps.

Predominant topographies (i.e., template maps or ERP components) were identified using a
modified version of agglomerative hierarchical clustering to achieve an optimum segmentation
(i.e., the minimal number of maps that accounts for the greatest variance of the dataset) was
determined by a modified Krzanowski-Lai criterion (Krzanowski and Lai, 1985). This
segmentation procedure is independent of the reference electrode and is insensitive to
amplitude modulation of the same scalp potential field across conditions, since topographies
of normalized maps are compared (Lehmann, 1987).

In the fifth analysis step we confirmed the segmentation pattern obtained at the group level in
the data of individual subjects. This means that for each time point of the individual subject’s
ERP the scalp topography was compared to all segmentation maps and was labeled according
to the one with which it best correlated spatially (Brandeis et al., 1995). Then, for each subject

Laufer et al. Page 5

Neuroimage. Author manuscript; available in PMC 2010 January 15.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

http://sccn.ucsd.edu/eeglab/index.html


the mean GFP over the segment fitted by a given map for a given condition was computed.
These values were then subjected to a repeated measures analysis of variance (ANOVA) using
stimulus condition and template map as within-subject factors. This spatio-temporal analysis
procedure revealed whether different generator configurations better account for particular
stimulus conditions in particular time segments.

2.6 Source estimations
As the sixth and final analysis step we estimated the brain sources that significantly
differentiated between stimulus conditions during those segments where significantly different
scalp potential maps were found. For this end we used standardized low resolution brain
electromagnetic tompography (sLORETA, Pascual-Marqui, 2002). This method computes
statistical maps from EEG data that indicate the locations of the underlying source processes
with low error. These maps are derived by performing a location-wise inverse weighting of
the results of a Minimum Norm Least Squares (MNLS) (Hämäläinen et al., 1993) inverse
solution with their estimated variances, and has a low localization error for single dipoles in
noiseless simulated data (Pascual-Marqui, 2002, Wagner et al., 2004). However, its spatial
resolution is limited in the presence of noise or when two dipoles are active simultaneously
(Pascual-Marqui, 2002, Wagner et al., 2004). The sLORETA method produces estimates of
the 3D current sources of the scalp surface EEG in 6,239 cortical gray matter pixels (spatial
resolution: 5mm) according to the digitized Talairach and probability atlases of the Brain
Imaging Center, Montreal Neurological Institute (MNI305). The head model for this inverse
solution uses the electric potential lead field computed with the boundary element method
applied to the MNI152 template (Fuchs et al., 2002). Electrode coordinates on the MNI152
scalp for the 10/5 system are based on a head-surface-based positioning system (Jurcak et al.,
2007).

For a given time segment that was revealed as significant by TANOVA or by the GFP
randomization procedure, an averaged sLORETA image was defined as the average of all
instantaneous sLORETA images within the segment. Localization inference was based on a
comparison between pairs of averaged sLORETA images. sLORETA provides statistical
nonparametric mapping (SnPM) as part of its statistical package. In the current study, all EEGs
were electrode/voxel wise normalized. We performed 5000 randomization SnPM, and
computed reliable, corrected critical thresholds and p-values. Log of ratio of averages were
used and considered with a 0.95 level of significance.

2.7 The contrasted stimulus conditions
The following three types of contrasts were examined by both paired randomizations and
sLORETA SnPM as follows. (1) To compute the deviance effect each of the deviants (“day”,
“deh”) was contrasted with the identical physical stimulus that served as the standard in the
other block (i.e. deviant “day” vs. standard “day”; deviant “deh” vs. standard “deh”)
(Pulvermüller et al., 2006; Kujala et al., 2007). (2) To compute the cognitive effect deviants
from the “oddball” runs (“day”, “deh”, “tay”) were contrasted with their respective controls
(deviant-counterparts). (3) To compute the refractoriness effect the standards embedded within
the “oddball” runs (“deh” and “day”) were also contrasted with their corresponding (identical)
deviant-counterpart (e.g. standard “deh” was contrasted with deviant-counterpart “deh”
embedded within the control block). Thus, the deviant counterparts served as controls both for
deviants (to compute the cognitive effect) and standards (to compute the refractoriness effect)
(see Table 1 for an example of a “control” and “oddball” blocks in case of the “deh”-“day”
contrast). Note that for deviant “tay” that served as a control condition (see below) only the
cognitive effect was computed.
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It is noteworthy that only one standard from the standards preceding each deviant was selected
for averaging to balance as much as possible between the number of averaged standards
(included in the first and third comparisons detailed above) and the number of averaged
deviants and control stimuli, respectively. In addition, the exemplars representing a standard
selected for averaging were counterbalanced as much as possible across the block.

The cognitive effect associated with deviant “tay”(contrasting deviant “tay” vs. control “tay”)
was computed to control for the acoustic change associated with the transition from a
monophthong (/e:/) to a diphthong (/eI/) occurring in the “deh-day” pair. Thus, we hypothesized
that if the cognitive effect associated with the latter pair will engage similar differential brain
sources to those elicited by the “deh-day” contrast the conclusion would be that the cognitive
effect is mainly driven by the transition from /e:/ to /eI/ and not by the lexical status of “day”.
We were not interested in the refractoriness effect associated with “tay” since this effect is not
modulated by the lexical status of the stimulus (e.g., Laufer et al., 2008) and therefore would
not be sensitive enough to determine whether a similar result pattern shared by “day” and “tay”
is due to acoustic or lexical factors.

In this regard, it is noteworthy that we did not use the “teh”-“tay” pair (as a standard-deviant
pair, respectively). The reasoning is as follows. First, it has already been previously validated
that the addition (but not the omission) of an acoustic element causes the MMN enhancement
(Nordby et al., 1994; Sabri and Campbell, 2000; Pettigrew et al., 2004), and the crucial point
that needed clarification was what determines this enhancement: the lexical status or the
acoustic change (from /e:/ to /eI/) This was the reason we used the “teh-tay” pair, to control
for the acoustic change in the “deh-day” pair. Second, we were interested in comparing the
extreme cases (i.e. /e:/ to /eI/ vs. /eI/ to /e:/) to effectively modulate the change detection
response so that our first hypotheses regarding the effect of the comparator mechanism could
be examined.

Furthermore, it could be argued that in order to have a more complete design regarding the
effect of lexical status on the MMN we should have also contrasted word standards to word
deviants (e.g. “bay-“day”). However, this was not the main purpose of this study. Specifically,
we searched for known word-nonword contrasts that will yield a significant difference between
the MMNs elicited to each of the two stimuli. The purpose was to examine the effect of the
lexical status of the deviant on the comparator mechanism of the MMN. We finally chose a
standard-deviant pair on the basis of the Pettigrew et al. (2004) study, which revealed that a
significant and larger MMN response was obtained to real word deviants among nonword
standards with the same initial consonant (e.g., “deh”-“day”) when compared with the
responses to nonword deviants among word standards (e.g., “day”-“deh”). In contrast,
responses to the fine acoustic speech contrast [d/g] (e.g., “day”-“gay”) did not reach
significance (Pettigrew et al., 2004). Therefore, in view of the purpose of the study and of these
previous results, there was no justification to add the “bay”-“day” contrast.

3.Results
3.1 ERP waveform analyses

Figure 1 displays the group-averaged ERPs and difference waves for the “deh”-“day”,
“day”-“deh” and “teh”-“tay” standard-deviant pairs, respectively. Visual inspection of the
grand-average ERPs and difference waves across the three standard-deviant pairs reveals that
the MMN was a result of P2/N2 difference (deviant-minus-standard) waveforms in the ~250–
350 ms latency range. A comparison of the “day”-“deh” with the “deh”-“day” panel (Fig. 1)
reveals that the deviant waveform associated with the former pair is characterized by a negative
shift over the latencies of the P1, N1and P2 components. In case of the “teh”-“tay” pair, the
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MMN was a result of the difference between the deviant N2 and the positive displacement
immediately following the N2 peak (~350ms) of the standard wave.

The close correspondence between the deviant and control waves at N2 latency, especially in
the “deh”-“day” and “day”-”deh” standard deviant pairs, may suggest that the later peak of the
MMN (~350 ms) is confounded by repetition effects, whereas the earlier peak of the MMN,
which is a result of a difference waveform at P2 latency, may represent a “genuine” MMN.

Figure 2 displays the electrophysiological results organized in separate panels according to the
contrasted stimulus conditions and the resultant effect type (deviance, cognitive,
refractoriness). Each panel is divided into separate rectangles displaying (from top to bottom)
group-averaged ERP waveforms; the difference wave resulting from subtracting one condition
from the other; an intensity plot of paired randomizations displaying segments of ERP
amplitude modulations; epochs of significant GFP modulations (P<0.05) (indicted by the
yellow bands); and an intensity plot displaying segments of topography modulations. ERP
waveforms and all pair-wise comparisons are displayed for the entire 400 ms analysis window.

The results in this section pertain to the paired randomizations reflecting ERP modulations
(third rectangle from the top in each of the panels in Fig. 2). It can be seen that the negative
difference wave reflecting the deviance (Fig 2, “day” and “deh”, “Deviance”) and cognitive
(Fig. 2, “day”, “Cognitive”) effects included an early deviance-related negativity (DRN) that
appeared to consist of two negativities, the N1 (~ 100–200 ms) and the MMN observed over
the P2/N2 latency range (~ 250–350 ms).

In the case of the deviance and cognitive effects associated with deviant “day” (Fig. 2, “day”,
“Deviance” and “Cognitive”) significant ERP differences between conditions were widespread
throughout the 400 ms analysis window. In contrast, in the deviance effect with “deh” (Fig. 2,
“deh”, “Deviance”) ERP differences were limited to two main time intervals over the ~100–
150 and ~300–400 ms intervals. For the refractoriness effect when “deh” served as the standard
(Fig. 2, “deh”, “Refractoriness”) significant ERP differences were widespread over the
electrode montage over the ~ 50–100 ms interval and were limited mainly to parietal electrodes
over the ~ 300–350 ms interval. In examining the cognitive effect with “tay” (Fig. 2, “tay”,
“Cognitive”), widespread significant ERP differences were limited to the P2(~250–350) ms
time range.

3.2 GFP and global dissimilarity (TANOVA) analyses
Analyses of both GFP and global dissimilarity (the bottom two rectangles, respectively, in each
of the panels in Fig. 2) provide information on whether differences between conditions stem
from topographic and/or strength modulations. When “day” and “tay” served as deviants,
differences reflecting the deviance (Fig. 2, “day”) and cognitive effects (Fig 2, “day” and “tay”,
“Cognitive”) were mainly derived from topography modulations. In contrast, when “deh”
served as the deviant the differences between the deviant and standards (Fig. 2, “deh”,
“Deviance) as well as the differences reflecting the refractoriness effect (Fig. 2, “deh”,
“Refractoriness”) were derived from strength modulations. Note that in case of the cognitive
effect associated with “tay” there was a short period (264–300 ms) of simultaneous topographic
and strength modulations.

The timing of significant GFP or of significant changes in the topography of the electric field
at the scalp as measured by TANOVA was both comparison- and stimulus-dependent. In case
of the deviance effect, when “day” served as the deviant (Fig. 2, “day”, “Deviance”) changes
in topography were observed over both the N1 (~150–200 ms) and P2 (~250–350 ms) intervals.
However, the period of topography changes that was associated with maximal significant
differences coincided only with part of the P2 time range (~250–316 ms). GFP modulations
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were also evident as from ~325 ms. Note that the GFP modulations appear almost immediately
after the termination of the significant change in the electric field topography (Fig. 2, “day”,
“Deviance”) in a time interval coinciding with N2. When “deh” served as the deviant (Fig
1.,“deh”, “Deviance”) GFP modulations were observed over the P1/N1 time interval (~100–
200 ms).

In case of the cognitive effect, when “day” served as the deviant (Fig. 2, “day” “Cognitive”)
changes in topography were mainly found over the P2 time range (248–280 ms) and when
“tay” served as the deviant (Fig. 2, “tay”, “Cognitive”) topography modulations were more
prolonged over the P2 latency interval (228–328 ms). However, there were no significant
changes in the strength and/or topography of the electric field at the scalp associated with the
cognitive effect when “deh” served as the deviant.

In case of the refractoriness effect when “deh” served as the standard (Fig. 2, “deh”,
“Refractoriness”) GFP modulations were observed over P1 (72–120ms), N1 (144–168 ms) and
P2 (216–292 ms) time intervals. When standard “day” was contrasted with control “day” there
were no significant strength and/or topography modulations associated with the refractoriness
effect.

3.3 Topographic pattern analysis
To investigate whether different functional microstates (template maps, Murray et al., 2004)
occur in each condition or whether the same microstates appear but with shifted latencies we
performed topographic pattern analysis on the time segments revealed by TANOVA. We have
limited the scope of our analyses only to ERP differences occurring within the time segments
comprising the DRN, namely, the 100–350 ms interval.

3.3.1 Comparisons with “day”
3.3.1.1 The deviance effect- the comparison between deviant “day” and standard “day”:
Eight template maps were observed in the group averaged data over the 164–316 ms interval
designating topography modulations as revealed by TANOVA (Fig. 3A). A significant
interaction between condition and map over the 168–312 ms period was found after submitting
these maps observed at the group-average level to the fitting procedure at the individual subject
level (F(7,98)=4.644; P < 0.01). That is, there were maps that were differentially observed
between the compared conditions. Follow-up planned comparisons (paired t-tests) indicated
that the mean GFP over the segment fitted by the map framed in red (168–192 ms) (Fig. 3A)
was larger (tc=3.323, P < 0.01) in the deviant “day” condition than in the standard “day”
condition while the mean GFP over the segment fitted by the map framed in green (296–312
ms) (Fig. 3A) was larger (tc=−4.084, P < 0.01) in the standard “day” condition. sLORETA
SnPM computations revealed that only the segment fitted by the latter map yielded significant
topographic differences between conditions. Specifically, topography modulations found in
the 293–312 ms period were explained by a source located in the left middle frontal gyrus
(MNI coordinates x, y, z = −50, 30, 25) in which activation was stronger (P<0.05, one-tailed)
in response to deviant “day” than to standard “day” (Fig. 3B).

Significant GFP modulations were also evident as from ~325 ms (Fig. 2,”day”, “Deviance”),
however, we decided not to include this significant segment of GFP modulations in sLORETA
SnPM analysis since topography modulations dominated the analysis window and were
therefore probably more inherent to the deviance effect with “day”. Furthermore, GFP
modulations commenced immediately after topography modulations have terminated and
extended beyond the predefined analysis window which is beyond the scope of the current
paper.
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3.3.1.2 The cognitive mechanism- the comparison between deviant “day” and control
“day”: Two template maps were differentially observed in the group-averaged data between
the compared conditions over the 248–280 ms period designating topography modulations as
revealed by TANOVA (Fig 4A). Each of these template maps extended over the entire period
of topography modulation (i.e., 248–280 ms). A significant interaction between condition and
map (F(1,14)= 18.110; P < 0.01) over the 248–280 ms interval was found after submitting these
maps to the fitting procedure. Follow-up planned comparisons (paired t-tests) indicated that
the template map (framed in red, Fig. 4A) significantly dominated the deviant “day” condition
(tc= 3.742, P < 0.01), whereas the template map framed in black significantly dominated the
control “day” condition (tc=−3.535, P < 0.01) (Fig. 4A). Source estimations calculated by
sLORETA over the 248–280 ms interval revealed weaker activations (P<0.05, two-tailed) to
deviant “day” than to control “day” peaking within the right cuneus (MNI coordinates x, y, z
= 10, −80, 10) and spreading into the posterior cingulate gyrus (Fig. 4B).

The paired randomizations that were run on the GFP data as well as the TANOVA computations
did not reveal any statistical significant differences (P >0.05) between conditions associated
with the refractoriness effect (standard “day” vs. control “day”). Therefore, we did not apply
either pattern analysis or the sLORETA computations for this effect.

3.3.2 Comparisons with “deh”
3.3.2.1 The deviance effect- the comparison between deviant “deh” and standard “deh”:
The paired-randomization test conducted on the GFP values revealed one phase of GFP
modulations that covered the 80–204 ms period (Fig. 2, “deh”, “Deviance”). This GFP
modulation phase was explained by a source located in the right middle temporal gyrus (MNI
coordinates x, y, z = 65, −40, 0) that was stronger (P<0.05, one-tailed) in response to deviant
“deh” than to standard “deh” (Fig. 5).

The paired randomizations that were run on the GFP data as well as the TANOVA computations
did not reveal any statistical significant differences (P >0.05) between conditions associated
with the cognitive effect. Therefore, we did not apply either pattern analysis or the sLORETA
computations for this effect.

3.3.2.2 The sensory mechanism- the comparison between standard “deh” and control
“deh”: The paired-randomization test conducted on the GFP values revealed three phases of
GFP modulations over the 72–120, 144–168 and 216–292 ms periods (Fig. 2, “deh”,
“Refractoriness”). Note that there was a short period of simultaneous topography and strength
modulations over the 224–244 ms period (Fig. 2, “deh”, “Refractoriness”). The sLORETA
computations determined that the earliest phase (72–120 ms) but not the subsequent phases of
GFP modulations resulted in a significant differential source between standard “deh” and
control “deh” conditions. Figure 6 shows that the GFP change in the 72–120 ms period was
explained by a source located in the right STG (MNI coordinates x, y, z = 45, −35, 15) that
was stronger (P<0.01, one-tailed) in the control “deh” condition.

3.3.3 The control condition
3.3.3.1 The cognitive effect- the comparison between deviant “tay” and control “tay”: To
control for the acoustic transition from (/e:/) to (/eI/) in the “deh-day” pair we examined the
cognitive effect associated with a corresponding “teh-tay” standard-deviant pair. TANOVA
computations revealed two phases of topography modulations. The first phase covered the 92–
128 ms period and the subsequent phase covered the 228–328 ms period (Fig. 2, “tay”,
“Cognitive”). However, since the first phase covered a relatively short period of modulations
only the subsequent phase was further subjected to the segmentation procedure.
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Topographic pattern analysis revealed four template-maps in the group-averaged data over the
second phase of topography modulations (228–328 ms) (Fig. 7A). Following the fitting
procedure a significant map X condition interaction was revealed (F(3,42)=4.213; P < 0.05).
Follow-up planned comparisons (paired t-tests) indicated that two template maps (framed in
red, Fig. 7A) that fitted consecutive time segments significantly differentiated between the
compared conditions. One map covered the 228–248 ms period of topography modulations
(tc= −3.349, P < 0.01) and the other covered the consecutive 252–304 ms period of topography
modulations (tc= −3.592, P < 0.01). That is, the two maps framed in red (Fig. 7A) were
significantly more often observed in response to the control “tay” condition. Source estimations
calculated by sLORETA over the 228–304 ms interval (fitted by the two maps together)
revealed weaker activations (P<0.01, two-tailed) to deviant “tay” than to control “tay” within
the right posterior cingulate gyrus (MNI coordinates x, y, z = 5, −45, 20) (Fig. 7B).

4. Discussion
4.1 Summary of main findings

In this study we aimed to examine the effect of the lexical status of the deviant on the cognitive
and sensory mechanisms (Opitz et al., 2005) underlying deviance detection in the context of
natural speech. We used spatio-temporal analysis based on micro-state analysis (Pascual
Marqui et al., 1995; Wackermann et al., 1993; Michel et al., 1999; Michel et al., 2001) that
enabled us to study the time course of the sensory and cognitive components and define the
exact time periods of topography or amplitude changes associated with the non-comparator
and comparator mechanisms of change detection. Previous studies either lacked adequate
temporal resolution (e.g. Opitz et al., 2005) or used tones to study these two components of
change-detection (e.g. Maess et al., 2007).

The electrical neuroimaging results agree with previous findings suggesting the existence of
two separate mechanisms of change detection (Maess et al., 2007). Salient deviance elicited
the memory-based mechanism (changes in topography) over the ~250–280 ms interval (Fig.
2, “day”, “Cognitive”) and refractoriness activated the non-comparator sensory mechanism
(amplitude modulation without changes in topography) that appeared earlier and comprised
the ~80–200 and ~220–290 ms intervals (Fig. 2, “deh”, “Refractoriness”). However, in contrast
to previous findings (Maess et al., 2007) our results show that distinct brain sources of
activation are associated with the comparator and non-comparator mechanisms as indicated
below.

Taken together, our results partially confirmed the first hypothesis. Specifically, the
comparator (cognitive) mechanism over the MMN time range was only significant with deviant
“day” but not with deviant “deh”. Moreover, the MMN in response to “day” was accompanied
by significant topography modulations, while the MMN epoch in response to “deh” was not
concurrent with either type of significant modulations (Fig. 2, “day” and “deh”, “Deviance”).
In contrast to the deviance response with “deh”, the cognitive effect with both “day” and
“tay” (Fig. 2, “day” and “tay”, “Cognitive”) implicated topography modulations over the MMN
time range coinciding with the P2/N2 latency range. This result disagrees with our hypothesis
since the response pattern observed for deviant “day” was not entirely driven by its lexical
status or the “word advantage” effect, but was most likely also affected by the suffix diphthong /
eI/ shared by both “day” and “tay”.

Contrary to our second hypothesis, the comparator mechanism of the MMN was not located
in the anterior rim HG but in the cuneus/posterior cingulate gyrus. This region was associated
with the comparator (cognitive) mechanism of the MMN activated by the more salient deviants
that involved the acoustic transition from /e:/ to /eI/ (Fig. 2, “day” and “tay”, “Cognitive”).
The posterior cingulate cortex was previously found to be activated in a dichotic target detection
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task in which a target was simultaneously presented with a distractor on the contralateral ear
(Pollmann et al., 2004) suggesting that this region may be activated in the context of tasks
where part of the information is irrelevant. The cuneus was also found to be activated during
a sound identification task when the location of the stimuli was irrelevant to the task (Alain et
al., 2001a). Alternatively, the similarity in processing “day” and “tay” may reflect an extra
processing effort associated with the diphthong vowel /eI/ shared by both of these stimuli
(Sonty et al., 2003;Bohland et al., 2006).

In accordance with our second hypothesis, the sensory mechanism reflected by refractoriness
was located in the vicinity of the primary auditory cortex (Fig. 6) (Opitz et al.,
2005;Jääskeläinen et al., 2004;Altmann et al., 2008;Maess et al., 2007) in the earliest time
interval of significant GFP modulations (~100–200 ms) (Fig. 2, “deh”, “Refractoriness”). The
differential right-lateralized response is in agreement with a recent multiple dipole source
modeling study that revealed the right lateral HG and the bilateral STG as sites of adaptation
(Altmann et al., 2008). As can be observed in Fig. 2 (“deh”, “Refractoriness”) the significant
GFP period over the 216–292 ms interval overlapped with the P2 component. Adaptation
effects for the P2m component were recently found within bilateral superior temporal gyrus
(Altmann et al., 2008). In our study, the earlier GFP modulation phase (80–204 ms, Fig.
2,”deh”, “Deviance”) was associated with a source located in the right middle temporal gyrus
(Fig. 5). However, in the context of our study this GFP modulation phase is probably related
to acoustic change and not to refractoriness (see explanation below in sub-section 4.3).

Our third hypothesis was also confirmed, namely, the contrast between deviants (low state of
refractoriness) and standards (high state of refractoriness) yielded positive differential brain
activations (Fig. 3B, Fig. 5) whereas the contrast between standards (high state of
refractoriness) and standard control counterparts (low state of refractoriness) yielded negative
differential brain activations (Fig. 6). Adaptation is observed as a decrement in the amplitude
of the neural response by stimulus repetition (Hari et al., 1982). Neurophysiological evidence
of adaptation to auditory stimulation has also been reported in brain responses (Ritter et al.,
1968 Ritter et al., 1992; Hocherman and Gilat, 1981;Ulanovsky et al., 2003;Nakamoto et al.,
2006).

4.2 Drawbacks of the current paradigm
The paradigm used in the current study is a variant of an experimental protocol firstly
introduced by Schröger and Wolff (1996) that was meant to disentangle non-comparator-based
and comparator-based contributions to MMN. However, it is important to note the drawbacks
associated with the paradigm as implemented in the current study. The original paradigm had
been developed to be utilized with stimuli which can be modulated on a single dimension such
as spatial location (Schröger and Wolff, 1996; Schröger, 1997), sound intensity (Jacobsen et
al., 2003a), frequency (Schröger and Wolff, 1998; Jacobsen and Schröger, 2001; Jacobsen et
al., 2003b; Horváth et al., 2008), duration (Jacobsen and Schröger, 2003), color (Czigler et al.,
2002) and motion-direction (Pazo-Alvarez et al., 2004).

In the original paradigm the brain response to a stimulus change occurring in oddball blocks
was compared with the brain response to the same stimulus presented in control blocks with
respect to the dimension in which standards and deviants differ. However, due to the, on
average, larger acoustic separation between the control and the “filler” (‘non-control’) sounds
compared to the separation between the deviant and the standard (e.g. Jacobsen and Schröger,
2001; Maess et al., 2007; Horváth et al., 2008) stimulus-specific refractoriness could be higher
for the deviant than for the corresponding control sound (e.g. Jacobsen and Schröger, 2001).
This would compensate (or even overcompensate) for refractoriness effects.
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The “filler” stimuli used in the current study, however, were variable speech stimuli that
differed on more than one dimension from each other (see also Zatorre and Gandour, 2008)
which makes it a weaker control condition than in studies utilizing a single dimension of
deviance (e.g., Schröger and Wolff, 1996; Jacobsen and Schröger, 2001; Horváth et al.,
2008). In addition, this problem of the multi-dimensionality of the control stimuli in the present
study makes it more difficult to estimate the specific effects of refractoriness on the MMN.
Specifically, in the present study it is not possible to isolate a single dimension of deviation
and estimate the effects of refractoriness on the MMN (e.g. Horváth et al., 2008)

Nevertheless, despite the multi-dimensionality of the “filler” stimuli, we believe that the control
condition used in our study adequately controlled for refractoriness effects. The reasoning is
as follows. First, in the previous fMRI study (Laufer et al., 2008) using the same stimuli and
the same paradigm as in the current study a similar pattern of refractoriness effect was found
across speech stimuli of different lexical status and acoustic structures (see also Ahveninen et
al., 2006).

Second, the timing (e.g., Ahveninen et al., 2006; Maess et al., 2007) as well as the anatomical
regions (e.g., Opitz et al., 2005; Ahveninen et al., 2006; Altmann et al., 2008; Maess et al.,
2007) specified in these studies correspond with those found in our study (i.e. Fig. 2, “Deh”,
“Refractoriness” and Fig. 6). Third, observing Fig. 1 it is evident that the N1 and MMN are
separated in time, thus N1-effect confounds do not pose a problem in estimating the MMN.
Fourth, the deviant and the control stimuli had comparable N1 responses and in the case of the
“deh-“day” pair the control condition even overcompensated for the N1 refractoriness effect.

4.3 The spectral composition of the stimuli determined the processing route
By comparing the “deh”-“day” vs. the “day”-“deh” pair (Fig. 1 and Fig. 2) it could be observed
that the deviant waveform in case of the latter was subjected to a negative shift in the P1, N1
and P2 time intervals, while in case of the “deh”-“day” pair the deviant waveform was more
positively displaced in relation to the control waveform. These differences in processing the
word and non-word deviants had already begun around 70 ms after stimulus onset.

Observing the spectral content of the stimuli “deh” and “day (Laufer et al., 2008, Table 1) it
is evident that at the onset of the /e/ segment of the stimuli the frequency separation between
the F1 and F2 formants of the “day” tokens was larger than that for the “deh” tokens. Thus,
the difference in F1/ F2 ratio could serve as a cue for the identity of the deviant stimulus that
already appeared at stimulus onset. Previous findings provide supporting evidence for this
assumption. Jacobsen et al. (2004) have shown that the speech perception system operates pre-
attentively on the basis of the critical F1/F2 formant information when building up vowel
representations.

4.3.1 A possible effect of Object-Related-Negativity (ORN)—It is noteworthy that
only the transition from /eI/ to /e:/ resulted in a negative shift in the P1-N1-P2 latency range.
It might be the case that an “object-related negativity” (ORN) (Alain et al.,2001b, 2002)
modulated the response to the nonword deviant. Alain et al. (2002, 2005) suggested that the
ORN component indexes an automatic mismatch process between the harmonic template
extracted from the incoming stimulus and the harmonic frequency expected based upon the
fundamental of the complex sound. Although the design of the present study does not involve
the perception of concurrent auditory objects, segregation might have occurred between the
standard stream (“day”s) and the deviant (“deh”) because of a lower frequency separation
between F1 and F2 in the latter. This might have resulted in both an ORN and an N2b (Alain
et al., 2005). Previously, it was found that the ORN was maximal at frontocentral sites and
enhanced negativity between 130–170 ms superimposed on the N1 and P2 waves. The N2b
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followed the ORN and was more posterior and maximal at about 250 ms poststimulus onset
(Alain et al., 2005).

It was also previously suggested that the N2b may index a schema-driven process in vowel
identification in which the output from the frequency analysis is matched against stored vowel
representations (Alain and Tremblay, 2007). Although, the known distribution of the ORN and
N2b matches that associated with the response to deviant “deh”, the ORN in the current study
appears earlier than expected, i.e. before N1 latency (~50–70 ms) (Fig. 2, “deh”, “Deviance”).

It is possible that the difference in the type of stimuli used in the current and previous studies
(Alain et al.,2001b, 2002), that is, speech stimuli versus complex non-speech sounds,
respectively, affected the earlier ORN observed here. However, the fact that the negative shift
in our study appeared in the P1 latency range, earlier than that expected for the ORN to occur,
and the fact that in our study there was no involvement of concurrent object perception deems
the ORN as an unlikely cause of the negative shift in response to “deh”. It is also unlikely that
the N2b confounded the MMN since the main task of the subject in the current study was to
count the incoming stimuli. This task was chosen to control for a possible contamination by
N2b and P3b ERP-components which are elicited when deviants are being discriminated from
standards (Donchin et al., 1997; Opitz et al., 2005).

4.3.2 Possible effects of the C (change)-potentials—Effects of spectral differences in
speech were recently found for the P1 peak in the context of consonant-vowel transitions
(Èeponienë et al., 2008). Thus, overall our results show that P1 was sensitive to the spectral
content of the CV stimuli, probably to the spectral content of the formant transitions at the
beginning of the /e/ segment. An alternative explanation for the early negative shift in response
to “day” might be the occurrence of the C (change)-process comprised of the C-potentials. The
vertex-maximal ‘C-potentials’ (CP1, CN1, CP2), also termed the ‘acoustic change
complex’ (Martin and Boothroyd, 1999) were found to be associated with both sequential and
spectral streaming (Jones et al., 1998; Jones, 2003; Jones and Perez, 2001, 2002). The C-
potentials were shown to reflect a mismatch between the incoming acoustic change and the
preceding stream (Jones et al., 2000) and thus better explain the negative shift in our study than
the ORN.

A point that should be addressed, however, is why the transition from “deh” to “day” does not
result in the same early negative shift pattern as the transition from “day” to deh”? Part of the
answer is that the morphology of the C-potentials varies according to the structure of the speech
stimulus (Tremblay et al., 2003, 2006) and that diverse types of acoustic change have different
effects on the C-potentials (Jones and Perez, 2002). Thus, it should be taken into consideration
that the response to the naturally produced deviants in our study is comprised of multiple
overlapping ERPs. The first P1-N1-P2 complex reflects the onset of /d/. A second P1-N1-P2
complex reflects the response to the /eI/ (or /e:/) segment embedded within the deviant stimulus
(see also Ostroff et al., 1998). A third P1-N1-P2 overlapping change complex reflects the
acoustic transition from /e:/ embedded within the standard to /eI/ embedded within the deviant
or from /eI/ to /e:/ after reversing the roles between the standard and the deviant. A fourth
overlapping ERP component is the MMN elicited in response to the deviants.

Therefore, it was important to use an experimental protocol allowing adequate acoustic control
for evaluating non-acoustic (memory-based) MMN effects (Schröger and Wolff, 1996;
Jacobsen and Schröger, 2003; Jacobsen et al., 2003a,b). This was achieved by contrasting the
change versus control (comparator part) conditions. This comparison controls for the P1-N1-
P2 complex to the onset of the deviant stimulus (the /d/ portion) and to the onset of the /e:/
and /eI/ segments embedded within the deviant stimuli.
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However, the effect of the direction of acoustic change may still confound the comparator part
of the MMN and should therefore be controlled for. This was achieved by applying the control
condition, the “teh”-“tay” contrast, that controlled for the acoustic transition from /e:/ to /eI/
allowing to assess the effect of the lexical status of the deviant that cannot be explained by the
effects of the acoustic change alone.

4.3.3 The acoustic transition (from /e:/ to /eI/) may have confounded the MMN
results—The results indicate a similarity between the “teh”-“tay” and “deh”-“day” contrasts.
First, in both contrast types the cognitive effect reached significance but not in the case of the
“deh”-“day” contrast (Fig. 2). Second, both contrast types mainly involved topography
modulations over the P1-N1-P2 acoustic-change complex (Martin and Boothroyd, 1999) that
also overlapped the MMN epoch (~250–300ms) (Fig. 2 “day”, “tay”, TANOVA). In contrast,
in the “deh” deviant case, the MMN epoch was not associated with either significant
topography or strength modulations. Third, overall, the “day”-“deh” contrast mainly involved
strength modulations while the other two contrasts mainly involved topography modulations
which began as early as ~ 70 msec post-stimulus onset (Fig. 2 “day”, “Deviance”). Fourth, the
cognitive component was located in the cuneus/posterior cingulate gyrus when either
“day” (Fig. 4B) or “tay” (Fig. 7B) served as deviants. This information suggests that the more
robust activation of the comparator part of the MMN in case of deviant “day” was probably
confounded with the response to the acoustic transition (/e:/ in the standard to /eI/ in the
deviant).

Nevertheless, we can not entirely rule out the possibility that the lexical status of the deviant
influenced the comparator part of the MMN. Specifically, ERP modulations associated with
“day” were evident throughout the 400 ms post-stimulus analysis window (Fig. 2, “day”,
“Deviance”, “Cognitive”) whereas in response to “tay” ERP modulations occurred mainly as
from 200 ms post-stimulus (Fig. 2, “tay”, “Cognitive”) and were even more scarce in response
to “deh” (Fig. 2, “deh”, “Deviance”). Thus, the effect of the deviant vowel (/eI/) on the MMN
was more broadly distributed when the syllable (/eI/) was presented within a meaningful
context. Furthermore, the enhanced activation in the left prefrontal cortex in response to deviant
“day” might be related to its lexical status as a meaningful word (Gabrieli et al., 1998).
Moreover, it was recently found that lexical changes (from a standard word to a deviant
pseudoword and vice versa) unconfounded by the effects of acoustic change were detected
automatically (Muller-Gass et al., 2007).

Taken together, the results indicate that the direction of acoustic change (from /e:/ to /eI/ or
vice versa) may have confounded the MMN response. Thus, topography modulations
associated with “day” that already began at ~ 70 ms (Fig. 2, “day”, “Deviance”) and the strength
modulations associated with “deh” that started around ~ 100 ms (Fig. 2, ”deh”, “Deviance” )
reflect two different acoustic changes, respectively. This interpretation entails that the C-
potentials, that is, the acoustic change detection process, contaminated the characteristics of
the MMNs in case of the word and non-word deviants. However, since the responses to deviants
“day” and “deh”, (Fig. 2,”day” and “deh”, “Deviance”) were also characterized by different
modulations, i.e., topography versus strength modulations, respectively, it is more likely that
different cortical processes underlined the response patterns observed for these deviants.

4.3.4 A possible interaction between the acoustic change detection system and
the MMN—An alternative account for the response patterns obtained for deviants “day” and
“deh” relies on the perceived salience of the acoustic change. The acoustic change from /e:/
to /eI/ comprises the inclusion of an additional feature, i.e., the /I/ element. However, the change
from /eI/ to /e:/ includes an omission of an acoustic element. Thus, a deviant stimulus containing
a diphthong vowel may “stand out” more in the context of a standard stimulus containing a
monophthong vowel (/e:/) than the reverse condition (Pettigrew et al., 2004). This
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interpretation is supported by previous findings showing that the MMN system is less sensitive
to omission of a stimulus element (i.e., partial omission of a stimulus) than to inclusion of the
same stimulus element (e.g., /I/) (Nordby et al., 1994; Sabri and Campbell, 2000).

Sabri and Campbell (2000) found that when the deviant was constructed by the subtraction of
a click from the standard, a significant MMN was obtained only when the click-to-noise ratio
was very large. Similarly, in our study the transition from /eI/ to /e:/ (“day” to “deh”) was
probably not salient enough to activate a robust MMN that will be accompanied with significant
topography or strength modulations. Instead, strength modulations were found over the P1/N1
time interval (Fig. 2, “deh”, “Deviance”).

Observing Fig. 1 (“day”-“deh”, “ERPs”) reveals a difference between the deviant and control
waveforms over the P1 latency range that diminishes at the N1 peak. Thus, it is unlikely that
the difference is caused by refractoriness, otherwise, a larger difference would have been
expected at the N1 peak (Fig. 1, “day”-“deh”, deviant vs. control waveforms). Instead, it is
more likely to assume that the significant strength modulations over this time period, that end
with the N1 peak, were caused by the acoustic change from /eI/ to /e:/. However, since this
change per se was not salient enough to activate the comparator part of the MMN, only the
acoustic change complex sensitive to the acoustic transition was elicited.

In contrast, when the change (from /e:/ to /eI/) was salient enough to activate the comparator
part of the MMN (Fig. 2, “day” and “tay”) the acoustic change elicited topography modulations.
Thus, two routes of processing were activated, one based on topography modulations in case
of the larger perceived acoustic change and another based on strength modulations when the
perceived acoustic change was less salient. This interpretation of the results relies on the
assumption that the MNN and the acoustic change complex are separate systems. Specifically,
according to this assumption, the C-potentials and MMN reflect different aspects of auditory
processing in a stimulus-rich and changing environment: content analysis of the stimulus and
novelty detection, respectively. Thus, the MMN system may play an important role in the
extraction of information from sequential sounds (Jones et al., 2000;Laufer and Pratt, 2005).

The MMN reflects deviation from the memory representation of the standard sound (Näätänen,
1990, 1992) or from the sound input predicted by regularities embedded within the standards
(Cowan et al., 1993; Näätänen and Winkler, 1999, Winkler, 2007). In order for the deviant
sound to be perceived as a new auditory object it should surpass a certain threshold of deviation
(the perceived difference between the standard and deviant sound) to activate the comparator
part of the MMN (Horváth et al., 2008). Therefore, when the change is perceived as salient the
processing of the incoming stimulus could be transferred to the MMN system by stimulating
unadapted feature-specific neurons within the posterior auditory cortex.

This explanation is compatible with the adaptation hypothesis of MMN generation
(Jääskeläinen et al., 2004) and with previous findings showing that the N1 (reflecting the
sensory mechanism) is less sensitive (reveals broader tuning curves) to small changes than the
MMN proper (Näätänen, 1992). However, our results suggest that the information on acoustic
change is gathered prior to the N1 latency, already at the P1 latency range (around ~70 ms
post-stimulus onset). Thus, it is suggested that the feature specific neurons which comprise the
“Transient-Detector System” (Näätänen, 1990, 1992) are part of the C-potentials (Jones and
Perez, 2002).

In sum, the deviant that included the monophthong /e:/ (“deh”) was less salient, did not pass
a threshold necessary to activate the comparator mechanism of the MMN and only activated
the acoustic change complex (the C-potentials) that involved amplitude modulations. On the
other hand, the more salient stimulus that included the diphthong /eI/ (“day”) activated the
comparator part of the MMN that involved topography modulations. Thus, the degree of
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salience of the deviant determined the type of mechanism responsible for its processing. The
acoustic transition was already cued at the onset of the /e/ element of the deviant by the F1/F2
ratio and it was the spectral content that determined the processing route.

It is important to note that both processing types, the change (C)-process and the Mismatch
(M)-process are dependent on accumulation of a sound image in the long auditory store (Jones
et al., 2000; Jones and Perez, 2002) Therefore, the distinction between the C-potentials and the
M-potentials is not clear-cut (Jones, 1991). However, the results of the current study
corroborate previous findings (Jones et al., 1998; Vaz Pato and Jones, 1999) indicating that
these are two separate processes. Furthermore, it is possible that the two systems interact with
each other so that the M-process relies on input from the C-process.

4.4 Conclusions
Our results corroborate previous findings dissociating acoustic change detection (the C-
process) from the MMN (the M-process). While the MMN reflects novelty detection of deviant
features characterizing the auditory object as a whole in relation to other stimuli in a sequence,
the C-potentials reflect the analysis of the spectro-temporal aspects of acoustic change (Jones
et al., 2000; Laufer and Pratt, 2005). Our results also show that these two processes which rely
on the long auditory store are temporally and spatially distinct, involve different response types
and may interact with each other.

The results of the current study further suggest that the differentiation between the word and
nonword deviant occurs as early as 70 ms post-stimulus onset. This early activation of
differential cortical networks is compatible with recent findings showing early context effects
associated with lexico-semantic stimulus features (Hasting et al., 2008; Wirth et al., 2008) and
with auditory scene analysis (Chait et al., 2007).
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Figure 1.
Group-averaged ERPs for the “deh”-“day” (left), “day”-“deh” (middle) and “teh”-“tay” (right)
contrasts. Deviant, standard, and control ERPs are displayed over the left column of each panel.
Deviant-minus-control and deviant-minus-standard difference waveforms are displayed over
the right column of each panel. ERPs and difference waveforms are displayed at the Fz, FCz,
Cz and Pz electrodes for each of the three contrasts. The acoustic change complex (P1-N1-P2)
and N2 peaks are indicated on the control ERP waveform. The MMN is indicated on the
difference deviant-minus-standard waveform. All peaks are indicated at the Fz electrode.

Laufer et al. Page 23

Neuroimage. Author manuscript; available in PMC 2010 January 15.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Figure 2.
Electrophysiological results of the stepwise analysis for “day” (left panels), “deh” (middle
panels) and “tay” (right panel). Each of these stimuli was contrasted with the corresponding
standard or control stimulus to yield one of the following effects: deviance, cognitive or
refractoriness. The refractoriness effect with standard “day” and the cognitive effect with
deviant “deh” did not reach significance level (P < 0.05) with either TANOVA or GFP paired-
comparisons and were therefore not included in the figure. In case of the control condition
(deviant “tay”) only the cognitive effect was computed. The rectangle-shaped plots (from top
to bottom, respectively) in each of the panels display the averaged ERPs for the FCz channel;
the resultant difference wave; pointwise paired comparisons of ERP amplitude, global electric
field power (GFP) and scalp topography (TANOVA) modulations. The acoustic change
complex (P1-N1-P2) and N2 peaks are indicated on the deviant ERP waveform (except for
“deh”, “Refractoriness” where the control waveform is used). The MMN is indicated on the
deviant-minus-standard difference waveform. Note that in case of amplitude and topography
modulations the x-, y-, and z-axes, illustrate, respectively, time, electrode, and p value. In case
of GFP modulations, significant differences between conditions were indicated by the yellow
bands (P<0.05). Note that across panels the green and red curves denote different stimuli,
however, in each panel the green curve was always subtracted from the red curve. The control
stimuli are the same physical stimuli as the deviants or the standards. Ref. = Refractoriness;
Ind. = Individual.
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Figure 3.
Topographic pattern analysis (A) and source estimation (B) for the deviance effect with
“day” (deviant “day” vs. standard “day”). (A) The topographic pattern analysis identified eight
stable topographies, four from each condition, over the 168–312 ms period of topography
modulations. Note that each topographic map from one condition overlapped in time with the
map of the other condition. The fitting procedure and subsequent analyses identified one
discriminative map (framed in red) over the 296–312 ms interval.
(B) sLORETA SnPM three-slice image for the contrast between deviant “day” and standard
“day” reflecting the deviance effect. The SnPM was computed over the time period in which
a discriminative map was found (296–312 ms). The sLORETA three-slice image displays log
of F-ratios with corrected thresholds shown in three orthogonal brain slices (horizontal, sagittal
and coronal). The local maximum is indicated by the arrow heads and its corresponding value
is indicated adjacent to the color scale. The maximal difference was found in the vicinity of
the middle frontal gyrus (BA 46, MNI coordinates x, y, z = −50, 30, 25). Three-dimensional
cortex views (left, right, top, bottom, front, back) are also displayed below the three-slice image.
Dev = Deviant; Stan = Standard.
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Figure 4.
Topographic pattern analysis (A) and source estimation (B) for the cognitive effect with
“day” (deviant “day” vs. control“day”). (A) The topographic pattern analysis identified two
stable topographies, one from each condition, over the 248–280 ms period of topography
modulations. Note that the topographic map of one condition overlapped in time with the map
of the other condition. The fitting procedure and subsequent analyses revealed that each of the
topographic maps from each of the conditions (framed in red and black, respectively)
significantly differentiated between deviant “tay” and control “tay” conditions. (B) sLORETA
SnPM image for the contrast between deviant “day” and control “day” reflecting the cognitive
effect. The SnPM was computed over the time period in which the discriminative maps between
the compared conditions were found (248–280 ms). Other details as in Fig. 2(B). The maximal
difference was found in the vicinity of the cuneus/posterior cingulate (BA 17, MNI coordinates
x, y, z = 10, −80, 10). Dev = Deviant; Ctrl = Control.
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Figure 5.
sLORETA SnPM image for the contrast between deviant “deh” and standard “deh” reflecting
the deviance effect. The SnPM was computed over the time period of strength modulations
(80–204 ms, see Fig. 1). The maximal difference was found in the vicinity of the middle
temporal gyrus (BA 21, MNI coordinates x, y, z = 65, −40, 0). Dev = Deviant; Stan = Standard.
Other details as in Fig. 3(B).
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Figure 6.
sLORETA SnPM image for the contrast between standard “deh” and control “deh” reflecting
the refractoriness effect. The SnPM was computed over the time period of strength modulations
(80–120 ms, see Fig. 1). The maximal difference was found in the vicinity of the superior
temporal gyrus (BA 41, MNI coordinates x, y, z = 45, −35, 15). Stan = Standard; Ctrl = Control.
Other details as in Fig. 3(B).
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Figure 7.
Topographic pattern analysis (A) and source estimation (B) for the cognitive effect with “tay”.
(A) The topographic analysis shown here was applied on the second period of topography
modulations (228–328 ms, see Fig. 1). Four stable topographies were identified, one from the
deviant “tay” condition and three from the control “tay” condition. The topographic map from
the deviant “tay” condition covered the entire 228–328 ms period of topography modulation
and overlapped with the three consecutive time periods of stable topographies (228–248, 252–
304 and 308–328 ms) identified from the control “tay” condition. The two maps framed in red
are discriminative maps that significantly differentiated between the two compared conditions
in the 228–304 ms period of topography modulations. (B) sLORETA SnPM image for the
contrast between deviant “tay” and control “tay” reflecting the cognitive effect. The SnPM was
computed over the time period in which the two consecutive discriminative maps were found
(228–304 ms). The maximal difference was found in the vicinity of the posterior cingulate (BA
30, MNI coordinates x, y, z = 5, −45, 20). Dev = Deviant; Ctrl = Control. Other details as in
Fig. 3(B).
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Table 1
“Oddball” and “control” sequences for the “deh” (standard)-“day” (deviant) pair

Oddball (deviant “day”) deh1deh1 deh3 (D) deh2 day1(A) deh1 deh2 deh1 deh3 deh1 deh2 deh1 deh3 day3 …

Oddball (deviant “deh”) day3 day1 day1 day2(B) day1 day3 day2 day1 deh1 day1 day3 day3 day2 deh2…

Control (“day” counterpart) beh1 deh3 tay2 teh3 bay2 bay3 peh2 deh2 day2(C) peh3 bay1 teh3 pay1 day2….

Control (“deh” counterpart) bay1 teh3 pay1 peh3 deh2 bay2 bay3 peh2 beh1 tay2 pay3 teh3 bay2 deh1 (E)….

A-E indicate the stimuli contrasted to evaluate: the deviance effect (A vs. B), the cognitive effect (A vs. C) and the sensory effect (D vs. E). The numbers
attached to the stimuli indicate different exemplars of the same CV stimulus. Note that in total three “oddball” blocks, for deviants “day”, “deh” and “tay”,
and three control blocks for each of the deviants, respectively, were included in the experimental protocol. The blocks that are included in this table are
meant to illustrate a specific subtraction procedure.
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