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A central question in molecular evolution concerns the nature of phenotypic
transitions, in particular, if neutral mutations hamper or somehow facilitate
adaptability of proteins to new requirements. Proteins have been found to
fluctuate between different structures, with frequencies of structures being
proportional to their stability. Therefore, functional promiscuity may correspond
to different structures with energies close to the ground state which then
represent multiple selectable traits. We here postulate that these
near-ground-state structures facilitate smooth transitions between phenotypes.
Using a biophysical heteropolymer model with exhaustive mappings of
sequences onto structures, we demonstrate that this is indeed possible because
of a smooth gradient of stability along which any structural phenotype can be
optimized and also because of mutational proximity of similar phenotypes in
genotype space. Our model provides a biophysical rationalization of the
intriguing, and otherwise puzzling experimental observation that adaptation to
new requirements, e.g., latent function of a promiscuous enzyme, can proceed
while the “old,” phenotypically dominant function is maintained along a series of
seemingly neutral mutations (see accompanying article). Thus pleiotropy may
facilitate adaptation of latent traits before gene duplications and increase the
effective adaptability of proteins. [DOI: 10.2976/1.2739116]
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A widely debated issue in molecular evolu-
tion concerns the relative importance of adap-
tive (“Darwinian”) and neutral mutations for
biological innovation (Nei, 2005; Kimura,
1981; Bush, 2001). While most mutations of
natural proteins reduce their stability and thus
presumably compromise activity (DePristo et
al., 2005), the vast majority of observable mu-
tations is considered to be neutral (Kimura,
1981) or close to neutral as they have little or
no effect on the organism’s fitness, i.e., its re-
productive success. On the other hand, many
indications suggest that adaptive mutations, or
transitions to new phenotypes, are rare (Graur
and Li, 2000; Weinreich et al., 2006). It is
widely assumed that neutral mutations are in-
strumental for adaptation. Recently, it has been
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argued that neutral mutations augment the pos-
sibility for further adaptation (Wagner, 2005;
Fontana and Schuster, 1998). However, our un-
derstanding of how such an enhancement is ac-
complished, in particular the precise nature of
phenotypic transitions, is vague at best. This
contribution aims to investigate, from a struc-
tural perspective, how phenotypic transitions
can be facilitated in accordance with the as-
sumption that the majority of observable muta-
tions are neutral.

It is important to recall that protein function
(and thus neutrality) is context dependent since
proteins are embedded in a complex cellular
network of interactions and regulations [for re-
views see, e.g., Barabasi and Oltvai (2004); Pal
et al. (2006); and Phillips (1998)]. To over-
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come the difficulties these entanglements represent for
studying molecular evolution, simplified experimental set-
ups or computer simulations for both RNA and proteins have
been applied. Most of these approaches have in common that
individuals in a constant population of molecules are ran-
domly mutated and amplified proportional to one fitness cri-
terion. While experiments mostly define fitness in terms of a
specific function [see Amitai et al. (2007), and references
therein], computations usually use structural similarity to a
target or similar measures as a reasonable proxy for func-
tional fitness (Huynen et al., 1996; Fontana and Schuster,
1998; Williams et al., 2001). For computational simulations
the situation is simpler for RNA than for proteins since RNA
molecules may represent both genotype and phenotype, effi-
cient and more reliable structure prediction algorithms exist
for RNA (Tacker et al., 1996; Hofacker et al., 1994) and
many predictions can be experimentally tested for RNA vi-
ruses and viroids (Sanjuan et al, 2006; van Nimwegen,
2006; Codoner et al., 2006). For proteins, most computations
employ highly simplified models, so-called “simple exact
models” [SEMs; for reviews see Chan and Bornberg-Bauer
(2002); Xia and Levitt (2004)] in which the thermodynami-
cally most stable structure for a given sequence can be deter-
mined and, if exactly one such ground state exists, is consid-
ered to be a viable structural phenotype, or phenotype for
short. In this simplified view of molecular evolution, muta-
tions are considered neutral if and only if a phenotype is
maintained, a mutation that changes a phenotype is referred
to as a phenotypic transition, and no distinction is made be-
tween sequence and genotype.

So far, computations using simple models offered an ex-
planation for how phenotypically neutral drift, i.e., genotypic
variation without or with little phenotypic changes, is
complemented by sudden adaptation, resulting in phenotypic
transitions. The associated theory predicts that evolutionary
landscapes of biopolymers are comprised of “neutral nets,”
sets of mutationally interconnected genotypes with identical
viable phenotypes. In this view, populations evolving under
selection pressure can drift along neutral nets until a mutant
encoding for a fitter phenotype (i.e., a sequence belonging to
a different neutral net) is so close in sequence space for a
phenotypic transition to occur. Soon after such a transition,
the “new” neutral net which is composed of genotypes cod-
ing for fitter phenotypes becomes populated. The “old” neu-
tral net is depopulated and this process has been proposed to
correspond to selective sweeps (van Nimwegen, 2006). This
picture is surprisingly robust across a range of protein-like
models (Bastolla et al., 1999; Williams ef al., 2001; Chan
and Bornberg-Bauer, 2002 Wroe ef al., 2005) and applies as
well to models of RNA evolution (Fontana and Schuster,
1987; Huynen et al., 1996; Fontana and Schuster, 1998). It
complies well with the view of John Maynard-Smith, who
convincingly argued for the existence of a continuous pheno-
type space and postulated that any feasible series of point
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mutations must always pass through a regime of genotypes
coding for functional phenotypes (Maynard-Smith, 1970).
For protein models, funnel-like organizations in sequence
space have been found: the mutationally most stable proto-

type sequence (§X) in a neutral net (), i.e., the sequence
which tolerates the largest number of neutral mutations, is
generally also the thermodynamically most stable one. Se-
quences become gradually less stable with increasing muta-

tional distance from S¥ (Bornberg-Bauer and Chan, 1999)
(see also Fig. 1). This superfunnel paradigm is supported by
experiments (Bloom et al., 2005; Cordes et al., 2000) and
buttressed by more recent computational analyses (Wroe et
al., 2005). It is important to recall that SEMs are useful for
studying biophysical principles of molecular evolution but
most parameters, such as chain rigidity, sequence length, or
mutation rates do not directly translate into the correspond-
ing properties of real protein molecules. It is the general
principles of the landscape topology of sequence spaces and
the connectivities within and between neutral nets which
have been successfully predicted using SEMs in the past. In
the present study, SEM approaches are further explored to
understand the general biophysical requirements for pheno-
typic transitions.

Quite unexpectedly, recent experiments (Aharoni ef al.,
2005) showed that, in a population of proteins optimized for
one function, adaptation to new requirements can happen be-

fore the existing “native” function is lost. Here, using simple

protein models, we propose a biophysical framework to rec-
oncile these observations with a view of proteins that focuses
not only on a single ground-state structure but also a multi-
tude of near-ground-state structures. Under ambient condi-
tions in an aqueous environment, proteins are dynamic enti-
ties that can switch between structures for different functions
and thus represent multiple selectable traits (James and Taw-
fik, 2003). We propose that selecting for such a latent trait
will steer evolving populations along neutral nets to transi-
tion points such that the probability for adaptive mutations,
leading to a transition to a new phenotype, will be enhanced
compared to random drift. This is further explicated in the
discussion below on the implications of our results for the
understanding of protein evolution in general, and for con-
necting with a parallel experimental study in the accompany-
ing paper, which focuses on the changes in latent function of
a pleiotropic enzyme (Amitai et al., 2007).

The present investigation focuses on the following ques-
tions: What are the biophysical properties of transitions be-
tween neutral networks? Can the selection for latent traits ac-
celerate phenotypic transitions? Can a biophysical model
offer a reasonable explanation for the observed adaptation of
latent traits and thus indicate that such a mechanism could be
a more general principle of adaptation?

A Structural Model of Latent... | Wroe, Chan, and Bornberg-Bauer
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Figure 1. Schematics of evolutionary transitions between neu-
tral nets. Top: possible development of the relative fitness (e.g., a
selected enzyme activity or structural similarity to a target) during
adaptation of a population which was initially optimal for one func-
tion (X, left) and then selected for another function (target: [J, right),
similar to the situation investigated by the experiments of Aharoni et
al. (2005). Bottom: an interpretation in terms of structural pheno-
types according to Maynard-Smith’s idea of a continuous phenotype
space (there is one direct transition from one representative of one
structural phenotype to the other) and the superfunnel paradigm
(genotypes depicted in the center have more neutral neighbors and
code for thermodynamically most stable structures). The two big
circles denote the boundaries of the neutral nets of the two struc-
tural phenotypes (X and ). Every genotype within one neutral net
codes uniquely for the same structural phenotype and point muta-
tions among them are indicated by solid lines; mutations that result
in a sequence outside the neutral net are represented by dashed
lines. Mutations along solid lines are commonly referred to as neu-
tral as long as they stay within one neutral net. A mutation is termed
adaptive at the transition, i.e., when it changes the phenotype. The
top and bottom drawings are positioned to show the correspon-
dence between the concept proposed in this work and the superfun-
nel paradigm. The solid red evolutionary path indicated in the bot-
tom drawing corresponds to the fitness paths in the top drawing.
Initially, evolution seems neutral because the same phenotype
dominates although it becomes less frequent in the structural en-
semble (the fractional population is reduced) and the phenotype
which is selected for gradually becomes more frequent in the struc-
tural ensemble.
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RESULTS

First we extend Maynard-Smith’s picture of a continuous
phenotype space (Fig. 1): As a protein initially drifts away
from a genotype close to the optimal prototype sequence S
for an original phenotype, the original phenotype remains
dominant. Meanwhile, in view of dynamic conformational
interconversions and polyreactivity, another phenotype X,
that satisfies the new fitness criterion can gradually appear
more frequently in the population with every mutation. Fi-
nally, X, becomes the dominant phenotype of the ensemble
at the expense of X;. This picture follows directly from the
original superfunnel paradigm (Bornberg-Bauer and Chan,
1999) when structure is considered a proxy for function (see
also Introduction and Discussion). However, if the pheno-
typic transition is to be smooth, it entails two extensions of
the paradigm: (i) structurally similar phenotypes are on aver-
age mutationally closer to one another than random, and (ii)
adaptation toward a new structural phenotype is via a smooth
increase in frequency of the new structure in the conforma-
tional ensemble while the “old” phenotype remains domi-
nant during the “neutrality” phase.

We now ask if these properties are indeed predicted by
the simple biophysical model by which the superfunnel para-
digm was first developed. In our model, mappings of se-
quences onto structures are exhaustively constructed (see
Methods). Here we consider sequences with unique (g=1)
ground states as viable. For any sequence we can compute
the energies of all possible structures. Given a sequence S;
we can compute the energy E; of any structure X; even if'it is
an “excited” rather than the ground state of S;. Excited states
have higher than ground-state energies and will only be
populated with much lower probabilities. Therefore, in an
ensemble of molecules with identical sequences, the fraction
of molecules assuming one particular excited state, the “frac-
tional population” of this structure, will be smaller the more
excited the state is, i.e., the less stable the structure is (see
Methods section for details). Using Eq. (2) it becomes pos-
sible to compute the fractional population of X, i.e., the
probability that X; is present under certain conditions such as
temperature. We then define a fitness value F(S;) with respect
to a chosen target structure X; and simulate population dy-
namics by applying a constant rate of mutation to popula-
tions of genotypes in which individuals’ reproductive rates
are proportional to their fitness. Therefore, the more stable
(less excited) and thus the larger the fractional population of
the target structure becomes for a given genotype, the more
offsprings it will have in the next generation.

Earlier considerations showed that, under constant fitness
pressure, a population on a neutral net y tends to concentrate
around the genotype with the largest number of neutral mu-
tations (van Nimwegen et al., 1999; Wilke et al., 2001,
Bornberg-Bauer and Chan, 1999) which, according to the su-
perfunnel concept (see above), is also the thermodynami-

cally most stable prototype sequence S¥. Therefore, we ini-

81



HFSP Journal

R

L ., |

10

o]
T

(2]

IS

structural similarity to target
sequence similarity to target

N

1.5 =

genotypic variation
=
T
|

0.5 —

800—

=]
[=]
T

B
=3
T

]
[=3
T

Number of sequences (out of 1000) on neutral net

T I e r——————— et U LD

0 4. L. ! i y
0 20 40 60 80

100

—~
(g)
~

generations

tiate a dynamic simulation with 1000 identical copies of SX
for a given y and subject this population to a newly imposed
fitness pressure (Fig. 2). We have repeated the computations
for ten simulations involving the five largest neutral nets
(only one set of data is shown). Taken together, our findings
allow for a common framework of interpretation, as follows.
Immediately after initiation of the evolutionary dynamics,
genotypic variance increases but the phenotypic distance to
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Figure 2. Population dynamics with excited-state selec-
tions for uniquely folding g=1 sequences. The genotypes
evolve from a homogeneous starting population of identical
copies of the prototype sequence for structure A toward the
target neutral net for structure C. (a): phenotypes A, B, and C
are modeled by structures of lattice proteins, depicted here in
their corresponding prototype sequences. Black circles sym-
bolize hydrophobic residues, which stabilize structures if and
only if they are nearest neighbors on the lattice but not along
the chain. The originating structure A has nine such stabilizing
intrachain contacts between hydrophobic residues. Structure A
has no common intrachain contact with the target structure C.
For instance, the two chain ends are in contact in structure A,
but one of the chain ends is not in contact with any residue in
structure C. The thick solid curve shows the average structural
similarity (measured by the number of shared intrachain con-
tacts) between the target structure and the structures encoded
by all of the sequences in the population as a function of evo-
lutionary generation. In this simulation, maximum structural
similarity is achieved after two major transitions (at approxi-
mately generation 32 and 52) by traversing the neutral net of
structure B (top drawing, shown with its prototype sequence),
which is dominantly populated at an intermediate stage of this
evolutionary process (middle plateau). The thick dashed curve
provides the average sequence similarity of all sequences to
the target, measured by the Hamming distance h(S;, éc) to the

prototype sequence SC for target structure C. The upper and
lower dotted curves give, respectively, the maximum and mini-
mum similarity of the sequences in the population to SC. While
the population drifts along network A, the changing sequence
similarity indicates that it is getting closer to the target but
structurally the vast majority of the sequences still stay on the
neutral network for structure A. (b): The average pairwise
Hamming distance between all pairs of sequences in the popu-
lation. (c): Number of sequences (out of 1000), which code
uniquely for structure A (solid curve), B (dotted), and C
(dashed) as functions of generation. All population dynamics
simulations in this work were conducted using a=10° for the
selection gradient parameter in Eq. (1), and T=-€/0.5kg,
where € is the HH contact energy in the HP model (Bornberg-
Bauer and Chan, 1999).

the target remains essentially unchanged. These results are in
apparent agreement with earlier computations (Williams et
al., 2001; Huynen ef al., 1996; Fontana and Schuster, 1998).
Note, however, that the initial evolutionary trend appears to
remain neutral with respect to the originating structure only
because the measure of structural similarity that has been
used considers only ground-state conformations. Enrich-
ment of the target structure in excited energy states is pos-

A Structural Model of Latent... | Wroe, Chan, and Bornberg-Bauer
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Figure 3. Population dynamics without excited-state selections
is around 40 times slower than with using excited states. Same
as Fig. 2 (middle) but now selection for the target structure is turned
off unless the sequence is already in the neutral net of the target
structure, i.e., F(S)=1 unless S; is in the target neutral net. The
average sequence and structural similarities are given, respectively,
by the upper and lower trajectories in this plot.

sible, but has not been explored, and thus remains “hidden”
or “latent.” We also note a reduction in genotypic variation
immediately before the steps of adaptation, while at the same
time structural distance from the originating structure in-
creases [Fig. 2(b)]. This pattern of behavior strongly suggests
that, at the point immediately before a phenotypic transition,
the sequence population has become extremely enriched
around one genotype on the fringe of the originating neutral
net. The fitness function in Eq. (3) (see Methods) imparts
selective advantages to the fractional population of the target
structure even when it is not the ground-state conformation
of a given sequence. Biologically, this may correspond to
having a selective advantage for a target function even when
the fractional population of functioning molecules is small.
Since evolutionary adaptation is more directed toward the
target, it is approximately 40 times faster than in the same
setup but without selection, i.e., when there is no evolution-
ary driving force towards the target before the model protein
randomly drifts into the target neutral net (Fig. 3). In such a
case, evolutionary optimization may be impeded as the dy-
namic process gets stuck because direct evolutionary transi-
tions between neutral nets, i.e., point mutations inducing
transformation of one phenotype into another, are rare (Cui
etal., 2002).

We now turn to the structural aspects of phenotypic tran-
sitions. Figure 4 provides the average structural similarity as
a function of the mutational distance / between all prototype
sequences. Their sequence-space proximity is well corre-
lated with the structural similarity of their ground-state con-
formations. Thus, even for the rare events of direct pheno-
typic transitions from one neutral net to a neighboring net,
structural features of the phenotype tend to be conserved to a
significant degree.

HFSP Journal Vol. 1, May 2007
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Figure 4. Average pairwise structural similarity of phenotypes
is measured by the number of identical intrachain contacts and
shown as a function of sequence dissimilarity (Hamming dis-
tance) between the two prototype sequences that encode the
pair of structures. The dotted horizontal line here marks the level
of random structural similarity obtained by averaging over all pos-
sible pairs of phenotypes.

To better understand how excited states contribute to the
optimization for a chosen target, we further analyze all short-
est mutational paths linking two different prototype se-

quences (S1, $%2) of two neighboring neutral nets y; and y,
encoding, respectively, for structures X; and X,. Along each
path considered in this analysis, the connection between Y,
and y, must be via a pair of sequences coding for two differ-
ent viable (g=1) phenotypes and differing by one single
point mutation, i.e., the sequences belong to different neutral
nets. Then, thermodynamic stabilities of the two structures
(X;,X,) for every sequence along the path are computed. The
example in Fig. 5(a) shows that the thermodynamic stability
(and thus the fractional population) for each of the two struc-
tures decreases almost smoothly (increasing AG) as the mu-
tational distance / from its prototype sequence increases, al-
though the ground-state structure does not change for all but
one step along this path. Moreover, the fractional population
of other excited states decays smoothly (free energy in-
creases) such that any possible promiscuous function associ-
ated with those structures will also decrease. By evaluating
all single-point mutational steps, we find that across the en-
tire sequence space and for every arbitrarily chosen struc-
tural phenotype X, there is an essentially smooth gradient of
increasing thermodynamic stability toward its prototype se-

quence S¥, ie., with every mutational step decreasing the

mutational distance to S¥, the fractional population will in-
crease [Fig. 5(b)]. This is precisely how an evolving popula-
tion such as that in Fig. 2 is driven toward the target proto-
type sequence. In other words, in the process of adaptation to
anew fitness criterion, the population on average merely fol-
lows such a gradient of gradually increasing stability of the
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(a): Relative stabilities of structures X; and X, along a typical mutational path from the prototype sequence Sx (sequence position 1, left) to
another prototype sequence Sx (sequence position 7, right). Data points joined by solid and dashed lines denote, respectively, AG(X,| T, S)
and AG(X;|T,S), in units of kgT, where T=-¢/5ks. We refer to a single-point mutational step along a viable path from sequence S; to
sequence S; as a “favorable” move for a structure X; if AL, = [AG(X| T, S,)-AG(X]| T, S)]=0 and when the Hamming distance between S;
and the prototype sequence $% of structure X; is shorter than or equal to that between S; and $%, i.e., h(S;, $N)= h(S;, éX/‘). Otherwise, the
mutational step is referred to as “unfavorable.” Only one of the 12 moves (solid and dashed lines) shown is slightly unfavorable (solid line
between sequences 4 and 5). Two are essentially neutral (solid line between sequences 2 and 3, dashed line between sequences 6 and 7).
All others are favorable. The increasing stability of structure X, toward $% and of structure X, toward S correspond to typical superfunnel
behaviors as in Figs. 2(a) and 5 of Bornberg-Bauer and Chan (1999). Included for comparison are the stability values (circles, joined by dotted
line) of a structure that has the second lowest energy among all possible conformations that can be adopted by sequence 7 (S%). Stability
and fractional population of this structure decreases (free energy increases) as the sequence moves away from Sk, (b): Distribution of
favorable, indifferent, and unfavorable moves, binned in units of A{:,.,/kBT (horizontal axis), among all 28,208 single-point mutational steps
along all 1714 direct paths between pairs of prototype sequences. Around half (51.0%) of the moves are nearly indifferent (A{.,., ~0kgT), but
almost the same fraction (48.7%) are strongly favorable (Aﬂi,<—1k57) whereas only a negligible fraction (0.3%) are strongly unfavorable
(A, >1kgT).
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target structure in the conformational ensemble. In this per-
spective, even at the commencement of such an evolutionary
process, when the population is mostly evolving along a neu-
tral net (with respect to the dominant function), there can still
be directional drift imposed by the new, “latent” fitness crite-
rion.

DISCUSSION

Thus, our proposed evolutionary framework is borne out in a
biophysical heteropolymer model. Results here support the
view that, as a general trend, phenotypic organization in
genotype space permits smooth transitions (gradualistic ad-
aptation) along any mutational path in at least two respects:
(1) structurally more similar phenotypes tend to be in muta-
tional proximity in genotype space, and (ii) excited stuctural
states provide a latent and smooth path along which adapta-
tion can proceed.

Conceivably, two issues might arise when applying these
concepts to real proteins. First, our biophysical model is very
simple. Although HP lattice conformations capture essential
hydrophobicity-related features in folding and bear struc-
tural resemblance to real proteins, they do so only at a very
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coarse-grained level (Chan et al., 2004). Despite this obvious
limitation, we found that the main trends predicted using
simple models, e.g., regarding connected neutral nets and su-
perfunnels, appear to be robust over a diverse set of different
interaction schemes (Govindarajan and Goldstein, 1997;
Williams et al., 2001; Wroe et al., 2005), and they are con-
sistent with experiments (Bloom et al., 2005; Cordes ef al.,
2000). Thus, we are confident that our model is apt for the
broad-stroke, evolutionary questions we are aiming to tackle
in the present study.

Second, although it is widely accepted that structure be-
gets function, the details of how excited states relate to a
multitude of functions is not yet well understood. In this re-
gard, the novel perspective offered in our modeling study and
the parallel experimental investigation (Amitai et al., 2007)
constitutes a first step toward a better understanding of this
question. Theoretically, we expect the general trend pre-
dicted by the present model to apply to the general case of a
biological function being associated with an ensemble of
conformations rather than a single conformation. This is pos-
sible because our formulation can be readily extended from

A Structural Model of Latent... | Wroe, Chan, and Bornberg-Bauer



selecting one phenotype to selecting a given distribution of
phenotypes, corresponding to different excited states.

Experimentally, as is emphasized in the “new view of
protein structures,” biomolecules are dynamic entities (Mit-
termaier and Kay, 2006), with many minor structural fluctua-
tions even for cooperatively folding proteins under native
conditions (Bai ef al., 1995). Some globular proteins may
only fold noncooperatively, with an even higher population
of excited states under folding conditions (Knott and Chan,
2006). Some proteins can be intrinsically disordered, lacking
a folded structure altogether (Eisenmesser ef al., 2005;
Tompa, 2002; Gunasekaran et al., 2003; Dyson and Wright,
2005; Haynes et al., 2006). In several cases it has been ar-
gued that the evolution of new structures may be via meta-
stable intermediates, that is, when two structures with ener-
getically almost equally stable ground-state structures exist
and conversion between the states is possible. For instance,
the prion molecule, which is probably only metastable ther-
modynamically, was suggested to be a membrane protein,
which is evolutionarily “en route” toward a globular protein
(Tompa et al., 2001). For arc repressor, it was shown via mu-
tagenesis studies that a significant part of the structure can
switch between sheets and helices, depending on the HP
(hydrophobic-polar) pattern (Cordes ef al., 2000).

As far as protein function is concerned, enzymes have
long been known to be promiscuous (James and Tawfik,
2001; Khersonsky et al., 2006). Promiscuity (polyreactivity)
in function can be underlied by dynamic interconversions
among energetically similar structures of a protein (James
and Tawfik, 2003). As reported in the parallel experimental
study (Amitai et al., 2007), the reactivity of serum paraoxo-
nase with at least five substrates were well demonstrated. For
several members of the very divergent enolase superfamily, it
was recently argued that the evolution from an enzyme with
one specificity toward another enzyme happened via promis-
cuous intermediates (Matsumura and Ellington, 2001; Glas-
ner et al., 2006; Thoden et al., 2004). Taken together, these
data support the idea that conformational intermediates be-
tween two or more different structures can correspond to
evolutionary transitional forms that bridge different domi-
nant biological functions.

The prevailing view on the emergence of new function at
the molecular level stipulates that genes duplicate and the
resulting redundancy facilitates adaptation since one of the
gene copies becomes free to assume a new function (“neo-
functionalization™), for example, via adaptive mutations
(Ohno, 1970; Nowak et al., 1997; Wagner, 2005). However,
several caveats have been identified. For example, the rate of
adaptive mutations seems to be too low to explain the reten-
tion of genes (Graur and Li, 2000) and new environmental
requirements do not necessarily occur exactly when an
adaptable gene is provided by gene duplication. Several ex-
planations have been offered such as the ability in polyploid
organisms to adapt one of the two genomic alleles before
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gene duplication (Proulx and Phillips, 2006) or the idea of
duplication/degeneration/complementation (DDC) (Lynch
and Force, 2000). The latter idea already assumes that genes,
ancestral to gene duplication, have multiple functions and
that differential adaptation between two gene copies leads to
subfunctionalization. Our results from a structural model, in
conjunction with the functional studies in the accompanying
paper (Amitai et al., 2007), offers a perspective on how mo-
lecular adaptation to new requirements can be accomplished
while a dominant phenotype is maintained. The novelty here
lies in the fact that, under the pressure to acquire a new func-
tion, specific latent traits can be selected for and that our
simple structural model suggests a general principle of how
optimization of latent traits expedites adaptation although
adaptive mutations per se are extremely rare. Under ambient
or physiological conditions, statistical mechanics stipulates
that a certain degree of protein conformational fluctuation
resulting in nonzero populations of excited states is inevi-
table. Hence all proteins have potential for functional pro-
miscuity. Acting on excited states representing latent traits,
adaptive evolution can proceed to optimize for an alternative
function even while the gene retains the dominance of its
original function associated with the ground state of the pro-
tein. Then, when the gene duplicates, since the alternate
function has already been partially optimized, it would have a
head start toward dominance of the new function. In light of
our simulation results, an evolving population is expected to
first concentrate at the transition point toward the neighbor-
ing neutral net [note the decrease in genetic variation shortly
before the transition from net A to B in Fig. 2(b)]. As soon as
the gene duplicates, one copy then becomes free to follow the
trajectory to the most optimal phenotype for the new func-
tion while the other is released from that adaptive pressure.
This biophysical perspective extends Maynard-Smith’s idea
of a continuous phenotype space to a concept of proximal
networks with nearby transition points through which evolu-
tionary trajectories are funnelled. Furthermore, this view
reconciles the ideas of adaptive and neutral mutations, thus
providing a conceptual framework to rationalize pertinent
experimental results reported in the companion article (Ami-
tai ef al., 2007) and elsewhere (Aharoni ef al., 2005).

MATERIALS AND METHODS

Biopolymer model

For consistency with earlier computations we represent phe-
notypes as structures which are self-avoiding chains of
length 18 on a square lattice (Bornberg-Bauer and Chan,
1999; Wroe et al., 2005) (see also structures on top of Fig. 2).
We place special emphasis on the density of states (DOS)
g(E;), which is the set of numbers of conformations with en-
ergy E; for a given sequence ;. The DOS is determined ex-
actly for all unique (g=1) sequences, where the degeneracy g
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is the number of conformations with ground-state energy Ey;
all other conformations are called “excited” states. Using the
DOS, we can compute the partition function

Z(S;T) = 2 g(E)exp(— Ej/kgT) (1)
E.;

J

of sequence S; (where k3T is Boltzmann constant times abso-
lute temperature) and the thermodynamic stability

AG()(j|T,Si) =E;+ kT In[Z(S;; T) — exp(E;/kpT)] (2)

of any structure X;. This stability, which is a free en-
ergy, is directly related to the fractional population
exp[~AG(X;| T,S) kg T1/{1 +exp[-AG(X}[ T,S)/ ksT1}  of
X; in the conformational ensemble of S;. It depends on the
energy E; of the structure X; and the conformational popula-
tion of all other energy levels.

Population dynamics

We simulate population dynamics among uniquely folding
sequences, similar to earlier approaches (Fontana and
Schuster, 1987; Huynen et al., 1996; Cui et al., 2002). Geno-
types corresponding to a large protein family are taken and,
to produce the next generation, a uniform mutation rate of
0.1 is randomly applied. Mutations to g>1 sequences are
considered lethal but the number of mutations per sequence
is not limited and back mutations are permitted. Fitness val-
ues F(S;) with respect to a chosen target structure X; are as-
signed to every sequence S; based on the fractional popula-
tion of X in the conformational ensemble of S as follows:

F(S;) = explae E* 8D/ 7(S))], 3)

where a is a tunable selection gradient and £ is computed by
mapping S; onto X; (see above). We set the rate of reproduc-
tion of each sequence S; proportional to F(S;). The functions
F and Z are T dependent, although this dependence is not
explicitly indicated in the above equation for notational sim-
plicity. By normalizing the overall population after each re-
production cycle, population size is kept constant, as we as-
sume resources are limited. This process is repeated until
convergence, i.e., either all genotypes arrived at the target
phenotype or the overall population fitness stagnates.

ACKNOWLEDGMENTS

RW and EBB acknowledge support by the BBSRC through
studentship SO2/G065. HSC holds a Canada Research Chair
in Proteomics, Bioinformatics and Functional Genomics,
and thanks the Canadian Institutes of Health Research for
financial support (Contract No. MOP-15323). We are grate-
ful to Dan Tawfik and his group for sharing their insights and
supporting the joint submission.

REFERENCES

Aharoni, A, Gaidukov, L, Khersonsky, O, Gould, SM, Roodveldt, C, and
Tawfik, DS (2005). “The ‘evolvability’ of promiscuous protein
functions.” Nat. Genet. 37, 73-76.

86

Anmitai, G, Gupta, R, and Tawfik, DS (2007). “Latent evolutionary
potentials under the neutral mutational drift of an enzyme.” HFSP J. 1,
67-78.

Bai, Y, Sosnick, TR, Mayne, L, and Englander, SW (1995). “Protein
folding intermediates: native-state hydrogen exchange.” Science
269, 192-197.

Barabasi, AL, and Oltvai, ZN (2004). “Network biology: understanding
the cell’s functional organization.” Nat. Rev. Genet. S, 101-113.

Bastolla, U, Roman, HE, and Vendruscolo, M (1999). “Neutral evolution
of model proteins: diffusion in sequence space and overdispersion.”
J. Theor. Biol. 200, 49-64.

Bloom, JD, Silberg, JJ, Wilke, CO, Drummond, DA, Adami, C, and
Arnold, FH (2005). “Thermodynamic prediction of protein
neutrality.” Proc. Natl. Acad. Sci. U.S.A. 102, 606-611.

Bornberg-Bauer, E, and Chan, HS (1999). “Modeling evolutionary
landscapes: Mutational stability, topology and superfunnels
in sequence space.” Proc. Natl. Acad. Sci. U.S.A. 96, 10689—10694.

Bush, RM (2001). “Predicting adaptive evolution.” Nat. Rev. Genet. 2,
387-392.

Chan, HS, and Bornberg-Bauer, E (2002). “Perspectives on protein
evolution from simple exact models.” Appl. Bioinformatics 1,
121-144.

Chan, HS, Shimizu, S, and Kaya, H (2004). “Cooperativity principles in
protein folding.” Methods Enzymol. 380, 350-379.

Codoner, FM, Daros, JA, Sole, RV, and Elena, SF (2006). “The fittest
versus the flattest: experimental confirmation of the quasispecies
effect with subviral pathogens.” PLOS Pathog. 2, e136.

Cordes, MHIJ, Burton, RE, Walsh, NP, McKnight, CJ, and Sauer, RT
(2000). “An evolutionary bridge to a new protein fold:
Interconversion of two native structures in a single mutant protein.”
Nat. Struct. Biol. 7,1129-1132.

Cui, Y, Wong, WH, Bornberg-Bauer, E, and Chan, HS (2002).
“Recombinatoric exploration of novel folded structures: A
heteropolymer-based model of protein evolutionary landscapes.” Proc.
Natl. Acad. Sci. U.S.A. 99, 809-814.

DePristo, MA, Weinreich, DM, and Hartl, DL (2005). “Missense
meanderings in sequence space: a biophysical view of
protein evolution.” Nat. Rev. Genet. 6, 678—687.

Dyson, HJ, and Wright, PE (2005). “Intrinsically unstructured proteins
and their functions.” Nat. Rev. Mol. Cell Biol. 6, 197-208.

Eisenmesser, EZ, Millet, O, Labeikovsky, W, Korzhnev, DM, Wolf-Watz,
M, Bosco, DA, Skalicky, JJ, Kay, LE, and Kern, D (2005).

“Intrinsic dynamics of an enzyme underlies catalysis.” Nature (London)
438, 117-121.

Fontana, W, and Schuster, P (1987). “A computer model of evolutionary
optimization.” Biophys. Chem. 26, 123-147.

Fontana, W, and Schuster, P (1998). “Continuity in evolution. On the
nature of transitions.” Science 280, 1451-1455.

Glasner, ME, Fayazmanesh, N, Chiang, RA, Sakai, A, Jacobson, MP,
Gerlt, JP, and Babbitt, PC (2006). “Evolution of structure and
function in the o-succinylbenzoate synthase/n-acylamino acid racemase
family of the enolase superfamily.” J Mol. Biol. 30, 228-250.

Govindarajan, S, and Goldstein, RA (1997). “Evolution of model proteins
on a foldability landscape.” Proteins: Struct., Funct., Genet. 29,
461-466.

Graur, D, and Li, WH (2000). “Fundamentals of molecular evolution, 2nd
Ed., Sinauer Associates, Inc, Massachusetts, USA.

Gunasekaran, K, Tsai, CJ, Kumar, S, Zanuy, D, and Nussinov, R (2003).
“Extended disordered proteins: targeting function with less
scaffold.” 7/BS 28, 81-85.

Haynes, C, Oldfield, CJ, Ji, F, Klitgord, N, Cusick, ME, Radivojac, P,
Uversky, VN, Vidal, M, and Iakoucheva, LM (2006). “Intrinsic
disorder is a common feature of hub proteins from four eukaryotic
interactomes.” PLOS Comput. Biol. 2, ¢100.

Hofacker, IL, Fontana, W, Stadler, PF, Bonhoeffer, LS, Tacker, M, and
Schuster, P (1994). “Fast folding and comparison of RNA
secondary structures (the Vienna RNA Package).” Monatsch. Chem.
125, 167-188.

Huynen, MA, Stadler, PF, and Fontana, W (1996). “Smoothness within
ruggedness: the role of neutrality in adaptation.” Proc. Natl. Acad.
Sci. US.A. 93,397-401.

James, LC, and Tawfik, DS (2001). “Catalytic and binding poly-

A Structural Model of Latent... | Wroe, Chan, and Bornberg-Bauer



reactivities shared by two unrelated proteins: The potential role of
promiscuity in enzyme evolution.” Protein Sci. 10, 2600-2607.

James, LC, and Tawfik, DS (2003). “Conformational diversity and protein
evolution—a 60-year-old hypothesis revisited.” 7/BS 28, 361-368.

Khersonsky, O, Roodveldt, C, and Tawfik, DS (2006). “Enzyme
promiscuity: evolutionary and mechanistic aspects.” Curr. Opin. Chem.
Biol. 10, 498-508.

Kimura, M (1981). “Estimation of evolutionary distances between
homologous nucleotide sequences.” Proc. Natl. Acad. Sci. U.S.A. 78,
454-458.

Knott, M, and Chan, HS (2006). “Criteria for downhill protein folding:
Calorimetry, chevron plot, kinetic relaxation, and single-molecule
radius of gyration in chain models with subdued degrees of
cooperativity.” Proteins: Struct., Funct., Bioinf. 65,373-391.

Lynch, M, and Force, A (2000). “The probability of duplicate gene
preservation by subfunctionalization.” Genetics 154,459-473.

Matsumura, I, and Ellington, AD (2001). “In vitro evolution of beta-
glucuronidase into a beta-galactosidase proceeds through non-
specific intermediates.” J. Mol. Biol. 305, 331-339.

Maynard-Smith, J (1970), “Natural selection and the concept of a protein
space.” Nature (London) 225, 563-564.

Mittermaier, A, and Kay, LE (2006). “New tools provide new insights in
NMR studies of protein dynamics.” Science 312, 224-228.

Nei, M (2005). “Selectionism and neutralism in molecular evolution.”
Mol. Biol. Evol. 22,2318-2342.

Nowak, MA, Boerlijst, MC, Cooke, J, and Smith, JM (1997). “Evolution
of genetic redundancy.” Nature (London) 388, 167-171.

Ohno, S (1970). “Evolution by gene duplication,” Springer Verlag, New
York, USA.

Pal, C, Papp, B, and Lercher, MJ (2006). “An integrated view of protein
evolution.” Nat. Rev. Genet. 7, 337-348.

Phillips, PC (1998). “The language of gene interaction.” Genetics 149,
1167-1171.

Proulx, SR, and Phillips, PC (2006). “Allelic divergence precedes and
promotes gene duplication.” Evolution (Lawrence, Kans.) 60,
881-892.

Sanjuan, R, Forment, J, and Elena, SF (2006). “In silico predicted

HFSP Journal Vol. 1, May 2007

ARTICLE

robustness of viroid RNA secondary structures. II. Interaction between
mutation pairs.” Mol. Biol. Evol. 23,2123-2130.

Tacker, M, Stadler, PF, Bornberg-Bauer, EG, Hofacker, IL, and Schuster,
P (1996). “Algorithm independent properties of RNA secondary
structure predictions.” Eur. Biophys. J. 25, 115-130.

Thoden, JB, Taylor-Ringia, ET, Garrett, JB, Gerlt, JA, Holden, HM, and
Rayment, I (2004). “Evolution of enzymatic activity in the enolase
superfamily: structural studies of the promiscuous
o-succinylbenzoate synthase from amycolatopsis.” Biochemistry 43,
5716-5727.

Tompa, P (2002). “Intrinsically unstructured proteins.” 7/BS 27, 527-533.

Tompa, P, Tusnady, GE, Cserzo, M, and Simon, I (2001). “Prion
protein: Evolution caught enroute.” Proc. Natl. Acad. Sci. U.S.A. 98,
4431-4436.

van Nimwegen, E (2006). “Epidemiology. Influenza escapes immunity
along neutral networks.” Science 314, 1884—1886.

van Nimwegen, E, Crutchfield, J P, and Huynen, M A (1999). “Neutral
evolution of mutational robustness.” Proc. Natl. Acad. Sci. U.S.A.

96, 9716-9720.

Wagner, A (2005). “Robustness and evolvability in living systems,”
Princeton University Press, Princeton, USA.

Weinreich, D M, Delaney, NF, Depristo, MA, and Hartl, DL (2006).
“Darwinian evolution can follow only very few mutational
paths to fitter proteins.” Science 312, 111-114.

Wilke, CO, Wang, JL, Ofria, C, Lenski, RE, and Adami, C (2001).
“Evolution of digital organisms at high mutation rates leads
to survival of the flattest.” Nature (London) 412, 331-333.

Williams, PD, Pollock, DD, and Goldstein, RA (2001). “Evolution of
functionality in lattice proteins.” J. Mol. Graphics Modell. 19,
150-156.

Wroe, R, Bornberg-Bauer, E, and Chan, HS (2005). “Comparing folding
codes in simple heteropolymer models of protein evolutionary
landscape: Robustness of the superfunnel paradigm.” Biophys. J. 88,
118-131.

Xia, Y, and Levitt, M (2004). “Simulating protein evolution in sequence
and structure space.” Curr. Opin. Struct. Biol. 14,202-207.

87



