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Introduction
More than half a century ago, Linus Pauling wrote: “enzymes are molecules that are
complementary in structure to the activated complexes of the reactions that they catalyze, ···,
[rather than] entering into reactions.”1 This model has had a profound impact on drug design.
Structure-based drug design usually involves the conceptualization and synthesis of molecules
that have shapes and binding surfaces that are highly complementary to a protein receptor or
enzyme binding site.2, 3 The goal is to achieve high binding affinity and selectivity. A drug
must also have appropriate ADMET properties, but affinity is the first step.

Affinity and selectivity are generally improved by ensuring more perfect geometric and
noncovalent interactions with a binding site. Crystal structures of a protein-ligand complex
suggest structural modifications to better occupy a hydrophobic pocket. Such modifications
can improve potency from the millimolar to the nanomolar range,4 and have helped lead to
clinically approved compounds such as the HIV protease inhibitor nelfinavir.5, 6

Kuntz et al. have shown that small molecule affinity for protein binding sites resulting from
noncovalent interactions generally peaks at 10 picomolar (10−11 M), corresponding to
ΔGbinding of 15 kcal/mol.7 In contrast, binding constants for enzymes with transition states
correspond to average Δ Gbinding of 22 kcal/mol, and up to 38 kcal/mol—many orders of
magnitude stronger than can be attributed to noncovalent factors alone.8, 9 Earlier studies in
our group have shown how these and other data point to the generality of covalent and partial
covalent bonding in transition states of enzyme-catalyzed reactions.8, 9 This strength of
binding may be achieved by fully covalent bonding such as Schiff base or acylenzyme
intermediate formation, but partial covalent bonds that take place in general acid/base catalysis
and interactions with metal cofactors can partially share electrons with the substrate or other
reactants such as water molecules in the transition state.9

The harnessing of such strong covalent interactions could help provide the high potency that
is needed at early stages of drug development. There has been a tendency to avoid covalent
drugs, going back to studies in the early 1970s demonstrating hepatotoxicity as a result of
covalent binding of compounds such as [14C]bromobenzene and acetaminophen.10, 11 At the
same time, however, there are many examples of highly successful covalently acting drugs on
the market, from proton pump inhibitors omeprazole and related compounds,12, 13 to the entire
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class of β-lactam antibiotics.14 The toxicity attributed to covalent binding is not an inherent
feature of these interactions, per se, but rather a result of the specific spectrum of off-target
modifications that may be made by the drug or even by metabolites of drugs whose primary
mechanism of action is noncovalent.15, 16 Advances in chemical biology, along with
bioinformatics data analysis methods, are increasingly able to unravel which covalent
modifications are tolerable and which are toxic, suggesting a reevaluation of the role of covalent
binding in drugs and drug leads.16–19 In this Perspective, the limits achievable by noncovalent
binding in enzyme–inhibitor complexes, and the greater affinity achieved by covalent bonding
of the drug to the receptor, are discussed. Selected examples of covalently acting drugs will be
presented (for more comprehensive reviews see references 20, 21), as well as opportunities for
their future structure-based design with advances in molecular modeling or screening with
target-specific libraries.

Factors Involved in Ligand-Receptor Binding
Drug-receptor binding has been discussed in terms of an equation for ΔGbinding that is
sometimes referred to as the “master equation”:22

ΔGsolvent encompasses the desolvation of both ligand and receptor upon complex formation;
this often involves favorable removal of hydrophobic molecules from aqueous solution and
displacement of water molecules that would otherwise be held in a pocket in the protein.
ΔGint is the interaction free energy involving direct contact of ligand with protein, and includes
noncovalent interactions such as van der Waals interactions, electrostatic interactions, and
hydrogen bonds. These can further improve the binding, but generally only to 15 kcal/mol,
according to the study by Kuntz et al.7 The few cases which exceed the maximal noncovalent
binding of 15 kcal/mol include the biotin-avidin and biotin–streptavidin complexes.7, 23 In
these cases, the high affinity is believed to be due to enhanced hydrogen-bonding cooperativity,
among other things.24, 25 A small molecule host-guest complex with such a large affinity has
also recently been reported.26

ΔGconf and ΔGmotion represent unfavorable terms for conformational strain and entropy loss
upon complexation, respectively. These two factors are important to include but their
calculation is difficult to quantify; nevertheless, research in these areas is active.27, 28 In this
Perspective, relative magnitudes and limits of ΔGbinding are discussed, with a focus on how
they might be enhanced in order to lead to more potent compounds for the inhibition of
therapeutically relevant targets.

Distributions of Experimental Binding Constants: The 15 kcal/mol Limit of
Noncovalent Binding Energy

Previously, we surveyed the aqueous binding constants for all types of organic and protein
hosts, including cyclodextrins, various synthetic organic hosts, albumins, antibodies, enzymes,
and other nonenzymatic drug receptors.8 The binding constants fall into three regions (Figure
1): weak-binding, medium-binding, and strong-binding. The weak-binding region corresponds
to binding constants in the decimolar to hundreds of micromolar range (log Ka of 1–4) and
covers cyclodextrins and synthetic hosts binding organic guests, catalytic antibodies and
enzymes binding their substrates, and albumins binding organic ligands. The medium-binding
region corresponds to binding constants in the micromolar to nanomolar range (log Ka of 6–
9) and contains antibody–antigen complexes (including antibody–small molecule and

Smith et al. Page 2

J Med Chem. Author manuscript; available in PMC 2010 January 22.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



antibody–biomolecule complexes), catalytic antibody–TS (transition state) complexes,
receptor–drug complexes, and enzyme–inhibitor complexes. The strong-binding region is for
the enzyme–TS complexes, whose proficiencies suggest binding constants in the sub-
picomolar range (log Ka values of 16±4).

As shown in Figure 2, a rough correlation between log Ka and ΔSASA (Å2) is found for all the
complexes in the weak- and medium-binding systems.8, 9 This suggests that weak to medium
bindings are strongly influenced by desolvation of hydrophobic surfaces and bringing them
together upon binding. A linear fit gives a slope of 0.011, corresponding to a γ value of 0.007
kcal/mol/Å2 in the equation ΔG = γΔSASA.8 Other noncovalent factors including van der
Waals, hydrogen bonding, and electrostatic interactions, which are commonly involved in the
binding process, contribute variations of as much as 3 orders of magnitude from this rough
correlation.8 These noncovalent interactions appear to achieve an upper limit for association
constants, Kas, of ~1011.7 With this limit in mind, it is sensible that most commercial drugs or
prospective drug candidates which rely merely on noncovalent binding interactions have a
binding strength in the sub-nanomolar to nanomolar range.

The Kuntz et al. survey of experimental data on 160 of the strongest-binding drugs and
inhibitors to receptors and enzymes was referred to earlier.7 It indicates that the binding
energies of small molecules increase by about 1.5 kcal/mol with each non-hydrogen atom.7
There is a 15 kcal/mol maximum affinity of drugs and inhibitors to receptors and enzymes,
and for ligands that contain more than 10 non-hydrogen atoms, the binding energy increases
very little. While up to 21 kcal/mol binding has been observed for a few cases, 92% of cases
from the Kuntz et al. studies have binding energies of 15 kcal/mol or less. Their analysis of
the dominant interactions suggests that van der Waals interactions, solvation and desolvation
contribute to the binding affinities across the entire set of ligands. It is noteworthy that the
outliers that bound unusually strongly include metal ions, covalently attached ligands, and a
few well-known complexes such as biotin–avidin. In addition, the 15 kcal/mol maximum
affinity (Ka = 1011 M−1) of drugs with receptors has also been noted by Gilli et al., which they
explained by entropy–enthalpy compensation.29, 30 Combining our survey8 with those of
Kuntz et al.7 and Gilli et al.,29, 30 the strength of binding of drugs and inhibitors to receptors
and enzymes rarely exceeds 15 kcal/mol by noncovalent binding interactions (log Ka <11).9

Covalent Interactions with Transition States as the Origins of Enzyme
Proficiency

Enzymes are exceptional catalysts that have evolved naturally over millions of years. A
quantitative measurement of enzyme catalysis is proficiency, defined by Wolfenden as Ktx

−1,
where Ktx

−1 = (kcat/KM/)kuncat.31 Proficiency has been interpreted as the hypothetical
equilibrium constant for conversion of the transition state (TS) of the uncatalyzed reaction plus
the enzyme, both in water, into the enzyme–TS complex—the apparent binding constant of
the TS to the enzyme. This interpretation of the proficiency is somewhat controversial but the
conclusions about enzymes that show particularly high proficiencies and about how enzyme
transition state binding compares to general non-covalent interactions drawn below do not
depend on the exact numerical interpretation of these values. While abundant kcat and KM
values have been measured and are available in the BRENDA enzyme database,32 few
kuncat values have been documented due to the slow rates of the uncatalyzed reactions in water.
Additionally, many enzyme-catalyzed reactions do not have an equivalent in pure aqueous
solution; redox reactions are good examples of this. Wolfenden and coworkers have measured
the kuncat of twenty-four hydrolases, isomerases, and lyases,31, 33, 34 which enabled plotting
of the binding constant data for enzyme–TS complexes, shown in Figure 1.9 The 1016 average
binding constant (Figure 1) is much greater than expected from noncovalent interactions. We
have proposed that such exceptional binding is a result of covalent or partial covalent bond
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formation. This may involve the formation of an intermediate covalently bound to the enzyme
or cofactor, proton transfer (general acid/base catalysis and possibly low-barrier hydrogen
bonds) occurring in the transition state, or bonding to metal cations in the transition state.9

As discussed above and in previous publications,7–9, 29, 30 noncovalent interactions are likely
to contribute no more than 15 kcal/mol for binding, corresponding to a binding constant of
1011 M−1, for typical small molecules binding to proteins. The twenty-four Wolfenden
enzymes with known proficiencies31, 33, 34 were divided into two groups using 1011 M−1 as
the dividing line.9 Twenty-one enzymes (88%) had proficiencies over 1011 M−1 and only three
enzymes had proficiencies below 1011 M−1.9 A literature survey of the catalytic mechanisms
of the twenty-four enzymes showed that catalysis of the twenty-one enzymes with proficiencies
over 1011 M−1 all involve partial covalent bond-breaking or bond-forming processes, often
general acid/base catalysis, as well as the participation of metals and organic cofactors.9 Our
use of the terms covalent bonding or covalent catalysis does not require irreversible binding,
but only the formation of partial bonds. Catalysis of two of the enzymes, chorismate mutase
and cyclophilin, with proficiencies below 1011 M−1 involves hydrogen bonds and electrostatic
interactions that are noncovalent in nature.9, 35, 36 The remaining enzyme, carbonic
anhydrase, with a proficiency of 109 M−1, involves general acid/base catalysis and metal
binding.9, 37 This demonstrates that covalent catalysis is not excluded from the low proficiency
class, as there is no real limit to how weak covalent forces can be, but it is not necessary to
achieve the modest acceleration therein. This survey emphasizes that enzymes with
proficiencies over 1011 M−1 always involve some type of covalent catalysis.9

While the covalent hypothesis has been checked with twenty-four enzymes with known
proficiencies, this is a tiny number compared to the tens of thousands of enzymes with unknown
proficiencies. To establish the proficiencies of more enzymes, the twenty-four kuncat values
measured by Wolfenden were used to estimate kuncat values for related reactions.9 For example,
the rates of amide hydrolysis or glycolysis fluctuate across a small range. Therefore, the
available kuncat values were employed to estimate the proficiencies of enzymes that catalyze
related reactions. By this method, the proficiencies of 1017 enzymes were estimated.9 These
results show that 97% of the enzymes have proficiencies over 1011 M−1, and therefore involve
covalent catalysis.9

The binding constants of 507 antibody–antigen complexes (excluding catalytic antibodies)
from our survey,8 160 enzyme–inhibitor complexes from Kuntz’s study,7 and 1017 enzyme–
TS complexes from our proficiency estimation were compared.9 The results are shown in
Figure 3.9 The naturally evolved antibodies show micromolar binding constant, Ka = 106±2

M−1, while enzyme–inhibitor complexes exhibit nanomolar binding constant, Ka = 109±2

M−1, both of which are well within the domain of noncovalent binding. Enzyme–TS complexes
achieve femtomolar binding, Ka = 1016±4 M−1, which must originate from covalent
interactions. The 15 kcal/mol dichotomy between noncovalent binding of antigens by
antibodies and inhibitors by enzymes and covalent binding of transition states by enzymes is
apparent.9

In summary, proficiency greater than 1011 M−1 signals covalent or partially covalent catalysis
by enzymes. When we refer to “covalent catalysis” we include electrophilic catalysis such as
the participation of metals, nucleophilic catalysis such as Schiff base formation, general acid/
base catalysis, or the covalent participation of cofactors. Most enzymes perform covalent
catalysis, employing different mechanisms to those available in aqueous solution. Proficiency
or binding affinity of 1011 M−1 is found empirically to be the usual limit of noncovalent binding
comprised of hydrogen bonds, electrostatics, van der Waals interactions, and hydrophobic
effects.7–9, 29, 30
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Potential Quantitive Advantages of Covalent Enzyme Inhibitors and Covalent
Drugs

The development of a new drug can cost about a billion dollars and take almost 13 years from
development to approval.38 The first step is often to find a “hit”, a drug-like molecule with
detectable affinity for a clinically relevant target. Presently, there are various strategies for
finding a hit, including the use of natural products,39, 40 high-throughput screening,41 virtual
screening or rational design,42, 43 or a combination of techniques. The second step is the
optimization of the hit to generate a lead compound with increased affinity and selectivity.

Optimization of hits normally improves their potency by 100–1000 fold, which corresponds
to 2.8–4.2 kcal/mol binding energy. After optimization, the lead compounds are typically
expected to achieve nano- to picomolar binding affinity, which corresponds to 12.6–16.8 kcal/
mol binding energy. Valid hits are below or around micromolar inhibitors and contribute at
least two-thirds of the net binding energy of fully optimized lead compounds. Because of the
ultimate importance of finding a highly potent hit, huge drug-like compound libraries have
been built within companies or provided by chemical vendors to allow their identification.44
Subsequent optimization is against other, non-efficacy parameters such as physical and
ADMET properties.

For drug lead compounds, a Ki of 1 nM—within the realm of the strongest noncovalent binding
—is considered quite good by consensus. Is there an advantage to exploit covalent interactions
in search of sub-picomolar affinities? The answer depends upon the importance of the drug’s
residence time in their binding sites.45, 46 Generally, drugs exert their effects when they are
bound to their receptors, and therefore anything that keeps them bound longer is seen as
beneficial. This has both kinetic and thermodynamic components. Kinetics and
thermodynamics of a simple one-step binding and one-step dissociation mechanism are related
by the expression for the inhibition equilibrium constant, Ki = koff/kon. This is related to the
occupancy time for such a drug complex by the half life of occupancy, t1/2 = 0.693/koff.46 The
expressions for the equilibrium constants and half lives of complexes that involve an induced
fit mechanism are slightly more complicated but similar.46 The rate constant for association
of antibodies with their haptens has been determined to be in the region of 106 to 107 M−1

s−1.47 Using this range for kon, and 1 nM as a hypothetical Ki, the half life for first order
decomposition of the enzyme/inhibitor complex would be between 1.2 and 12 minutes. Results
at this level are very sensitive, however, and a modest change of Ki to 5 nM produces a new
range of half-lives of 14 to 140 seconds. As Ki gets smaller, corresponding to stronger binding,
the koff rates get slower, and the occupancy time is longer. The koff rate is also determined by
the barrier to dissociation of the drug from the receptor, and this represents another way of
optimizing residence times.

If inhibitors could capture enough TS binding affinity to reliably give Kis of 1 pM, this would
change the half life range to 19 to 190 hours. For comparison, half lives of 12 drugs and drug
candidates have been measured to be between 8 minutes and 40 hours.45 Covalent interactions
can lead to long dissociation half lives, as in the case of finasteride, which forms a covalent
bond with the NADPH cofactor in the active site of the steroid 5α-reductase enzyme as
treatment for benign prostatic hyperplasia.48 The half life for dissociation of this complex is
greater than 30 days.45 Noncovalent interactions can also lead to long dissociation half lives,
as with natural protease inhibitors with half lives of up to 4 months.46 The increased half lives
of drug binding represent a way to achieve what Schramm has termed the “ultimate
physiological goal,” where efficacy is maintained until the target is physically replaced by the
body.49 The benefits of long residency times would be seen in reduced dosages, resulting in
fewer drug-drug interactions and less off-target toxicity due to the lower concentration of free
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drug in serum (assuming that the covalent interactions are not able to contribute to off-target
effects).45, 46

Another way to address the place of covalent interactions in pharmaceutical agents is through
the analyses of which small molecules make the best drugs. This question is of fundamental
importance for drug discovery. In recent years, databases of successful compounds have been
the subject of intense statistical scrutiny in attempts to discern any empirical metrics by which
candidate molecules can be judged.50–52 A number of trends have emerged, including a
premium on a high potency to molecular weight ratio.50 In order to design lead compounds
that meet this and other criteria, our analysis and hypothesis suggest the use of covalent bonds.
With the strength of covalent interactions ensuring high potency, more effort could be placed
on optimizing moieties for ADMET and specificity properties.

Covalent approaches are also of utility for bringing challenging biological targets into the range
of small molecule inhibitors. Many biologically important molecules are large and well
structured and therefore may distribute interactions over a broad surface; each interaction need
only contribute a small amount of binding to generate a large cumulative affinity. This is not
easily matched by small molecules with acceptable ADMET properties. For such molecules,
every interaction must count as there will only be a limited number available. A covalent
interaction can provide the binding energy needed to compete. Such challenges are presented
by protein-protein and protein-DNA interactions but also by enzymes that process proteins
such as kinases and proteases. It is not coincidental that known kinase inhibitors bind at the
ATP pocket rather at the binding site of the protein substrate despite the daunting challenges
that competition with ATP presents in terms of selectivity.53

A recent example of inhibiting the interaction of the thyroid hormone receptor and coregulator
proteins demonstrates that even this challenging area may be made more amenable by use of
a covalent interaction.54 In this instance, it is suggested that the requisite α,β-unsaturated
ketone is liberated at the protein by Mannich elimination of a β-amino ketone. The irreversible
inhibitor then reacts with a specific surface cysteine residue making this compound act as a
mechanism based inhibitor.

An area of particular current interest, particularly in the area of cancer therapy is that of HDAC
inhibitors.55 These enzymes catclyze the deacetylation of histones which are involved in the
control of access to nuclear DNA. The active site is an 11Å long tube with a zinc ion at the
active site at the far end. The tube like nature of this active site limits the surface area available
for non-covalent interactions without also capitalizing on interactions with the surface
surrounding the entrance to the binding site which is used by the enzyme to selectively bind
its protein substrate. Small molecules with the same shape, surface area and even increased
lipophilicity as the recently approved vorinostat show dramatic drops in binding when the
covalent metal binding hydroxamate group is removed.56

These latter two examples highlight a key challenge for covalent inhibitors – achieveing
selectivity. Reaction with any free cysteine or any zinc containing enzyme would be
catastrophic in vivo. While the covalent interaction can confer potency, the remainder of the
molecule must be used to judiciously control selectivity through non-covalent interactions.
Ideally, this involves them being involved in the initial molecular recognition which is followed
by covalent bond formation. This may require careful selection of a suitable reactive group (a
number of these so-called “warheads” and the type of interactions they make have been
mentioned) followed by tuning of the reactivity of the moiety that will form the covalent bond.
The kinetics of the binding event as well as the strength of the interaction finally achieved must
both be examined carefully during the design and optimization of covalent inhibitors.
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Selected Examples of Covalent Inhibitors and Drugs: Transition State
Analogues, Irreversible and Reversible Binders, and Metal-Coordinators

The proposal of using covalent interactions is implicit in the rational design of inhibitors that
are transition state analogues. Drugs that have been classified as TSAs include the anticancer
agent pentostatin (deoxycoformycin),57 the HIV protease inhibitor saquinavir,58 and the
influenza drugs oseltamivir, and zanamivir.59 As we have shown, the vast majority of enzymes
involve covalent or partially covalent interactions to effect such strong binding affinities to
transition states. By employing covalent interactions, the inhibition constants of TSAs could
in principle become comparable to the TS binding constants, Ktx. Unfortunately, this has not
proven to be the case. The field has a history of nearly 40 years,60 yet even the best TSAs have
Kis in the picomolar range.61–63 A previous comparison of 8 enzymes’ Ktxs to the Kis of their
TSAs showed that, while Ktxs are between 10−11 and 10−24, the Kis are only between 10−6 and
10−12.63 The question of why TSAs are not able to take full advantage of the binding affinity
reflected in Ktx constants has been put down to two main problems: 1) imperfect TS analogy
in terms of geometry and electrostatics, and 2) an inherent inability of a ground state to
reproduce certain of these parameters such as partial bonds and hyperpolarized states.63 There
have been a number of approaches to convert theoretical information about TSs into design
criteria for TS analogues.64, 65 Quantum mechanically calculated electrostatic potentials have
been used along with experimental kinetic isotope effects to help design TSAs for human
nucleoside phosphorylase, among others,65 and combined quantum mechanical/molecular
mechanical modeling of a hepatitis C virus protease reaction has been carried out to suggest
how TSAs might be designed to help treat this disease.66

Suicide inhibitors are compounds that irreversibly acylate or alkylate the appropriate active
site nucleophiles (such as Ser, His, Cys etc.) with their electrophilic functional groups (such
as β-lactams, alkyl fluorophosphates, halomethyl ketones, and sulfonyl fluorides).20, 21, 67–
69 Because of their inherent specificity, stoichiometry, and irreversible nature, suicide
inhibitors have wide applications in biochemical and pharmalogical research.20 Moreover,
suicide inhibitors have shown great potential as therapeutic agents, as reviewed
comprehensively by Sjoerdsma in 1981 and more recently by Robertson in 2005.21, 69 Since
then, however, the perception of promise has waned, to the extent that a more recent review
of irreversible protease inhibitors notes with dismay that, “A strong bias against irreversible
inhibitors exists in the pharmaceutical industry, and it is an uphill battle to get irreversible
inhibitors considered as potential clinical candidates.”70 However, many frequently used and
non-toxic drugs were found to be irreversible inhibitors long after their use, such as
penicillin14 and aspirin.71 This indicates that drugs acting in this manner should not be
dismissed out of hand. As discussed in the Introduction to this Perspective, the outlook for
covalent drugs may be more favorable in the near future.

Great effort has also been devoted to the development of reversible covalent inhibitors,
especially for proteases, which by their nature have a nucleophilic residue already primed for
addition.67, 70, 72, 73 Inhibitors of this kind usually have an electrophilic functional group
such as an aldehyde which can reversibly form a hemiacetal with, for example, serine hydroxyl
or cysteine thiol groups. The reversible nature of boronic ester formation has also been
exploited to replace aldehydes in such an inhibitor, and this has led to the clinically approved
compound bortezomib, which is being used as a treatment for multiple myeloma.74, 75
Formation of reversible covalent bonds increases the binding affinity to proteases by 10–1000
times.73 Although much work has been devoted to the design of reversible covalent inhibitors
of serine proteases, translation of this information into marketable drugs has proven difficult.
76 Metabolic instability, low selectivity, and slow kinetics of binding have been invoked as
explanations.76 However, Andrews et al. have shown that reactive 5,5-trans-lactams can have
their pharmacokinetic profile tuned to make acceptable drug candidates.77 Removing the entire
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electrophilic isostere drops the affinity from the picomolar to nanomolar range, indicating the
importance of the reactive species for binding.73

The use of metals in pharmaceutical pursuits has abundant precedent, with compounds known
to interact with DNA and enzymes.78–81 The potential of metal ions to form covalent and
ionic bonds makes them appealing, and already several prominent compounds that either
contain a metal themselves—such as the antineoplastic agent cisplatin82—or interact with a
metal complexed by their target—such as the antihypertensive angiotensin converting enzyme
inhibitor captopril83—have proven to be successful drugs. As with TSAs, however, these
inhibitors do not appear to have access to the full strength of covalent interactions that produces
sub-picomolar Kis. The reasons for this are likely to be the same as those for the inadequacies
of TSAs, especially an inability to reproduce a hyperpolarized transition state with a stable
ground state. Metals are still an exciting prospect for therapeutic compounds, since both
thermodynamic and kinetic benefits have been observed. In a class of zinc-chelating inhibitors
which complex with the active site Ser and His of serine proteases, inclusion of the zinc was
found to give an added 4–7 kcal/mol of binding affinity, raising the binding constant by 3 to
5 orders of magnitude.78 This led to Kis in the tens of picomolar to nanomolar range, but these
compounds also exhibited relatively long half lives for the EI complex, from 11 to 32 hours.
These compounds can also be highly specific, with the best ones having Kis four orders of
magnitude smaller for tryptase compared to two other serine proteases trypsin and thrombin.
78

Prospects for the Design of Covalent Drugs
The strength of binding afforded by covalent drugs may not be advantageous in all cases and
for all targets. Specifically, it has been suggested that infectious disease targets may replicate
too quickly for the increased residence time of covalent drugs to be a factor.45 However, others
see bacterial, viral, and parasitic diseases as a golden opportunity for irreversible inhibitor
design, in part because the drug is only administered for a short period of time, thereby reducing
any off-target toxicity.70 Viral proteases have been recognized as excellent drug targets
because they are essential for the virus to replicate, provide an opportunity for specificity by
their exogenous origins, and their mechanism-based inhibitors are believed to be less
susceptible to resistance since they target the catalytically essential residues.84, 85 Transition
state analogues such as saquinavir are anti-HIV protease drugs,58 and a covalently acting
SARS coronavirus 3CL protease inhibitor has also shown promising efficacy.86

While covalently acting drugs do represent a path towards “ultimate physiological” inhibition,
49 the benefits of this will have to be evaluated on a case-by-case basis. They appear to be
excellent candidates for blocking protein-protein interactions,87 but may be less ideal for other
targets. For example, while G-protein coupled receptors represent a significant proportion of
drug targets,88 they are subject to a trafficking process by which they are internalized from
their place in the cell membrane and either recycled back or degraded.89 This turnover may
make some GPCRs unattractive candidates for covalent drugs, yet the anticoagulant
clopidogrel (Plavix®) acts by irreversible inhibition of the P2Y12 GPCR on platelets.90 As
noted earlier, some enzyme-TS binding that uses covalent interactions does not achieve binding
constants that exceed those that are readily attained by non-covalent interactions. In such cases
(which may be numerous) it is unreasonable to expect that even inhibitors that also use covalent
bonds might achieve substantially tighter binding.

If it is decided that a particular target is suited to covalent inhibition, there are a variety of
developing tools, both experimental and computational, for arriving at such an inhibitor.
Cravatt and colleagues have reviewed the use of active site-directed covalent probes, or activity
based probes, for activity based protein profiling.91, 92 In ABPP, a covalently interacting core
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group based on the mechanism of a given enzyme may be used, for example, to probe the
proteomic phenotype of that enzyme subtype in disease states or to assign a function to an
unclassified protein.93, 94 In the field of enzyme inhibitors, ABPP has been used to investigate
the selectivity profiles of covalently acting inhibitors such as bortezomib.95 The ABPs would
form an ideal nucleus for the creation of a structure-based, target-specific compound library
for screening,96 as has been done for a family of quinic acid derivatives that coordinate with
a calcium ion among other groups in the binding site of E-selectin.97 Similar libraries could
be created with metal-chelating groups such as sulfonamides to access the strong binding
potential of metal-enzyme interactions. The ABP or metal would help ensure potency by virtue
of covalent or partially covalent interactions, allowing for a concerted focus on specificity
through optimization of the rest of the molecule.

Computational chemistry tools such as SkelGen98 and BOMB99 can be used to grow
functional groups off of a covalently interacting group in silico and evaluate their binding
energies to provide another route to rational design. Covalent docking programs are also being
developed,100 and it may be that the binding orientations of covalently interacting drugs are
easier to predict given the constraint of a known interaction at the binding site. Combined
quantum mechanical/molecular mechanical calculations have been used to calculate the
preferred binding orientation of a covalent inhibitor of fatty acid amide hydrolase,
URB524.101 Pure quantum mechanics methods have been used to calculate the reactivities of
substituted nitriles with thiols, which was shown to correlate with the formation of covalent
adducts with an active site cysteine residue of cathepsin K.102 All of these tools would be
equally applicable to fully covalent interactions and partial covalent interactions such as metal
chelation. Although the prospect of a rationally designed, covalently interacting core with
subsequent optimization of specificity has been mentioned, these two steps need not occur in
that order. The reverse has already been done for both antibodies and small molecules.103,
104 In these cases, rational design of covalent bond formation came after specificity was
ensured by working with a pre-optimized antibody, in one case, and a known drug scaffold in
the other.

Conclusions
Pauling’s finding that enzymes provide binding by complementing the shapes and
characteristics of transition states provides the principles for the design of reversible
noncovalent inhibitors in the pharmaceutical industry. The aim of this perspective article has
been to present and discuss the limit of noncovalent binding and our recent discovery about
the origins of the enormous catalytic acceleration that is usually manifested in enzyme catalysis.
8, 9 While complementarity proposed by Pauling can account for acceleration up to 11 orders
of magnitude, most enzymes exceed that proficiency. Enzymes with proficiency > 1011 M−1

achieve > 15 kcal/mol of “transition state binding” not merely by a concatenation of
noncovalent effects but by partial covalent bond formation between enzyme or cofactor and
transition state, involving a change in mechanism from that in aqueous solution. The
involvement of partially covalent bonds does not require that a proficient enzyme form an
actual covalent intermediate with a substrate. The bonding can be partially covalent or ionic,
such as in cases of a metal ion associated with the enzyme coordinating with the substrate. Or
it can be partly covalent, such as in cases of proton transfer between enzyme and substrate
(general acid/base catalysis).

The discussion has illustrated that noncovalent interactions can be approximated by estimating
surface area of the small ligands. In order to design drug-like inhibitors with very high receptor
affinities, covalent interactions have to be considered. While these interactions alone do not
automatically lead to sub-picomolar binding affinities, Kis of this magnitude cannot be
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achieved without them. The goal of this perspective has been to emphasize the potential role
of covalent bonding in rational drug design.
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Figure 1.
Summary of the typical binding constants for host–guest complexes. For each class, the binding
distribution is represented by an idealized normal distribution. Each curve is normalized to
have the same area, the maximum occurs at the average value of Ka, and the standard deviation
is used to set the width of the curve. Reprinted with permission from reference 9. Copyright
2005 Americal Chemical Society.
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Figure 2.
Plot of log Ka versus buried solvent accessible surface area (ΔSASA). Reprinted with
permission from reference 9. Copyright 2005 Americal Chemical Society.
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Figure 3.
Frequency plot of association constant for 507 antibody–antigen complexes, 160 enzyme–
inhibitor complexes, and 1017 measurements of enzyme–transition state complex. Reprinted
with permission from reference 9. Copyright 2005 Americal Chemical Society.
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