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BioTagger-GM: A Gene/Protein Name Recognition System

MANABU TORII, PHD, ZHANGZHI HU, MD, CATHY H. WU, PHD, HONGFANG LIU, PHD

A b s t r a c t Objectives: Biomedical named entity recognition (BNER) is a critical component in automated
systems that mine biomedical knowledge in free text. Among different types of entities in the domain,
gene/protein would be the most studied one for BNER. Our goal is to develop a gene/protein name recognition
system BioTagger-GM that exploits rich information in terminology sources using powerful machine learning
frameworks and system combination.

Design: BioTagger-GM consists of four main components: (1) dictionary lookup—gene/protein names in BioThesaurus
and biomedical terms in UMLS Metathesaurus are tagged in text, (2) machine learning—machine learning systems are
trained using dictionary lookup results as one type of feature, (3) post-processing—heuristic rules are used to correct
recognition errors, and (4) system combination—a voting scheme is used to combine recognition results from multiple
systems.

Measurements: The BioCreAtIvE II Gene Mention (GM) corpus was used to evaluate the proposed method. To
test its general applicability, the method was also evaluated on the JNLPBA corpus modified for gene/protein
name recognition. The performance of the systems was evaluated through cross-validation tests and measured
using precision, recall, and F-Measure.

Results: BioTagger-GM achieved an F-Measure of 0.8887 on the BioCreAtIvE II GM corpus, which is higher than
that of the first-place system in the BioCreAtIvE II challenge. The applicability of the method was also confirmed
on the modified JNLPBA corpus.

Conclusion: The results suggest that terminology sources, powerful machine learning frameworks, and system
combination can be integrated to build an effective BNER system.
� J Am Med Inform Assoc. 2009;16:247–255. DOI 10.1197/jamia.M2844.
Introduction
Biomedical named entity recognition (BNER) is a critical
component in systems that mine biomedical knowledge
embedded in free text1–10 (e.g., protein–protein interaction
or gene–disease association). Approaches to tackling BNER
can be categorized into three main types: (1) rule/pattern-
based recognition methods characterized by handcrafted
name/context patterns and associated rules11–15, (2) dictio-
nary lookup methods requiring a list of entity names16–21,
and (3) machine learning methods utilizing named entity
tagged corpora.22–24 Among them, machine learning meth-
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ods have achieved promising performance given a large
entity tagged corpus. The availability of machine learning
software packages (e.g., YamCha25 or MALLET26) has
boosted the baseline performance of BNER systems. Many
recent research studies on machine learning-based BNER
focus on incorporating unique properties of biomedical
terminology sources into the powerful machine learning
frameworks, where machine learning algorithms that can
accommodate rich domain-oriented features are pre-
ferred.22–24 Another trend of machine learning–based BNER
is to combine results from multiple systems. It has been
observed that combining accurate and diverse classifiers (a
classifier is said to be accurate if it performs better than a
random classifier, and two classifiers are considered diverse
if they do not make the same classification mistakes) can
outperform a single classifier.27,28 Most of the top BNER
systems in the BioCreAtIvE II challenge combine results
from multiple classifiers using simple heuristic rules.24,29–31

In this article, we report our investigation of developing a
BNER system, BioTagger-GM, using rich terminology sources,
machine learning packages, and the combination of publicly
available language processing and BNER tools. We have pre-
viously developed a CRF-based tagger during our participa-
tion in the BioCreAtIvE II Gene Mention (GM) shared-task
challenge.32 In the current study, we investigated the utility of
individual resources considered for this tagger, which include

features based on large terminology sources, BioThesaurus and
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UMLS Metathesaurus. The best configuration exploiting these
features was sought to build high-performance systems. We
then used system combination to aim further enhancement of
such customized high-performance systems. Experiments
were conducted on the BioCreAtIvE GM corpus, a collection of
MEDLINE excerpts annotated (labeled) with gene/protein
names. Our experiments showed that BioThesaurus,33 an ex-
tensive terminology source of genes/proteins, was effective in
boosting the performance of machine learning systems. We
also demonstrated that publicly available BNER resources can
be used to enhance the performance of such systems. In order
to confirm that our system was not overly tuned to the
BioCreAtIvE II annotation guidelines, we also conducted an
experiment using the JNLPBA corpus.

Background
Terminology Sources
We used two terminology sources in our study. The first is
BioThesaurus, which contains gene/protein names for all
records in the UniProt Knowledgebase (UniProtKB),34 a
knowledgebase of protein sequences and functional annota-
tion maintained by the UniProt Consortium. BioThesaurus
version 4.0 consists of 5.8 million unique gene/protein
names extracted from 35 underlying resources based on
database cross-references provided in the iProClass data-
base,35 an integrated database providing links to more than
90 biological databases. As described in Liu et al.,33 the
construction of BioThesaurus involves extraction of individ-
ual gene/protein names from underlying resources and also
filtration of nonsensical gene/protein names (e.g., novel
protein, fragment, and hypothetical protein).

Our other terminology source was the Unified Medical
Language System (UMLS),36 developed and maintained by
the U.S. National Library of Medicine (NLM). It consists of
three resources: the Metathesaurus, the SPECIALIST Lexi-
con, and the Semantic Network. The Metathesaurus is an
integrated multi-lingual knowledge source of biomedical
vocabularies. The Metathesaurus (2006AD) contains 3.3 mil-
lion English phrases from 90 underlying sources. In the
Metathesaurus, phrases referring to the same concept are
designated by a common concept unique identifier (CUI),
and each concept is associated with one or more of 135
UMLS semantic types. In this study, we used English entries
of the Metathesaurus and associated them with the corre-
sponding semantic types. Another component of the UMLS
is the SPECIALIST Lexicon, an English lexicon containing
biomedical terms. We used the file LRAGR (the agreement
and inflection records) to normalize words. The last compo-
nent of the UMLS is the Semantic Network, which defines
relationships among semantic types. The semantic relation
information is not used in the current study.

Machine Learning
We used two machine learning frameworks, Maximum
Entropy Markov Models (MEMMs)37 and Conditional ran-
dom fields (CRFs).38 They are probabilistic frameworks
applicable to sequential labeling tasks, with the advantage of
accommodating many dependent features in predicting a
label sequence.

The MEMMs use exponential models to calculate proba-
bility of a label for each token, given the label(s) of the

previous token(s) and an observation(s). In gene name
recognition, observations may be words, word affixes,
parts of speech, etc., and labels are often B, I, and O to
demarcate gene name occurrences (Figure 1). Based on the
probability of labels calculated at each token, the MEMM
framework derives the most likely sequence of labels for
a sequence of tokens. Similarly to MEMMs, CRFs also use
an exponential model, but instead of using a model to
calculate probability for each token, they use a model to
calculate probability of a label sequence. Both MEMMs
and CRFs have achieved excellent performance in sequen-
tial labeling tasks, but CRFs have been reported to yield
better performance than MEMMs.38 – 40

Early BNER applications of CRFs include a system by
McDonald and Pereira41 and also the ABNER system.42

McDonald and Pereira41 used second-order CRFs, in
which prediction of a label depends on labels assigned to
its neighboring two tokens. Their system achieved one of
the highest F-Measures in the gene/protein name recogni-
tion shared task (Task 1A) in the BioCreAtIvE I challenge.22

The ABNER software package facilitates development of
BNER systems using the CRF implementation of MALLET.26 A
system derived from ABNER marked a high F-Measure in the
BNER shared-task at the JNLPBA workshop23 (recognition of
five types of biological named entities). Among 21 groups that
participated in the gene mention (GM) task of the BioCreAtIvE
II challenge, more than half of the teams used the CRF
framework with three systems achieving the first quartile
performance.24

Labeled Corpora
We used two labeled corpora in this study, the BioCreAtIvE
II GM corpus43 and the JNLPBA corpus,23 both created from
MEDLINE abstracts for shared-task challenge workshops.
We designed recognition systems on the training corpus of
the BioCreAtIvE II GM corpus, without referencing its test
corpus or the JNLPBA corpus. The JNLPBA corpus was
reserved to test whether our system was not overly tuned to
the problem settings of the BioCreAtIvE II GM corpus, e.g.,
particular annotation guidelines used in the BioCreAtIvE II
GM shared task.

The BioCreAtIvE II GM corpus consists of 20,000 excerpts
(sentences) from diverse MEDLINE citations (15,000 ex-
cerpts for training and 5,000 for testing). Gene/protein name
occurrences in those excerpts were manually annotated. Note
that boundaries of gene/protein names in text can be fuzzy
even for human annotators. In such cases, alternative annota-
tions were provided with the corpus. The entire GM corpus as
well as the tagging results submitted by the participants of the
GM task has become publicly available online after the work-
shop (http://biocreative.sourceforge.net/).

The JNLPBA corpus consists of 22,402 sentences from
MEDLINE abstracts (18,546 sentences for training and 3,856
for testing), where five categories of entities (protein, DNA,
RNA, cell line, and cell type) are labeled. These abstracts
were retrieved from MEDLINE using the MeSH terms
human, blood cells, and transcription factors. To test gene/
gene-product name recognition systems, we merged three
categories, protein, DNA, and RNA, and regarded them as a
gene/gene-product type analogous to BioCreAtIvE II GM

corpus. Another notable difference of the JNLPBA corpus

http://biocreative.sourceforge.net/
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from the BioCreAtIvE II GM corpus is that sentences are
pre-tokenized in the JNLPBA corpus, e.g.,

A decreased number of calcitriol ( 1 , 25 ( OH ) 2D3 )
receptorsGENE has been observed in parathyroid glands of
uremic animals .

Unlike BioCreAtIvE II GM corpus, alternative annotations
for different name boundaries are not provided in the
JNLPBA corpus.

Combining Outputs of Multiple Recognition
Systems
Many of the systems with high F-Measures in the BioCreAtIvE
II GM task combined outputs from two to three machine
learning models. The first place system of the GM task30

used a set-union of names detected by two regularized
linear regression models trained for forward (left-to-right)
and backward (right-to-left) parsing of tokens. When names
recognized by the two models are partly overlapped, ones
with longer spans were kept in the final output. Kuo et al.29

built two CRF models for forward and backward parsing,
and outputs of the models were combined based on scores.
Huang et al.44 combined one CRF model and two models
that were trained with one-vs.-one and one-vs.-all multi-
class extensions of Support Vector Machine (SVM), a ma-
chine learning algorithm that can also accommodate a rich
set of features. The final output was a set-union of names
detected by the CRF model and names detected by the two
SVM models (i.e., set-intersection). Klinger et al.31 built two
CRF models trained with different boundaries of gene
names using alternative annotations provided with the
corpus, and took the union of the sets. During our partici-
pation in BioCreAtIvE II, we also combined multiple recog-

F i g u r e 1. Demarcation of entity names in text using IOB
entity names (e.g., small GTP-binding proteins Rac1) are mark
O (outside of a name).
F i g u r e 2. Training/application of BioTagger-GM.
nition systems: (1) a CRF model, (2) a dictionary lookup
system based on BioThesaurus, and (3) a model derived
with the LingPipe suite of Alias-i, Inc.45 We took a set-
intersection of the latter two, and then took a set-union with
the first system. With this combination method, we were
successful in improving the recall measure, whereas the
improvement of the F-Measure was modest.32

Methods
Our previous studies showed that dictionary lookup using
BioThesaurus could achieve a very high recall but with a
very low precision, and the resulting F-Measure was not
comparable with those obtained by machine learning-based
BNER systems.32 In BioTagger-GM, we incorporate dictio-
nary lookup into a machine learning framework where the
lookup results are considered as one type of features used by
machine learning algorithms. Figure 2 shows the overall
architecture of BioTagger-GM, consisting of four main com-
ponents: (1) dictionary lookup, (2) machine learning, (3) post-
processing, and (4) system combination. Details of each com-
ponent are shown in the following.

Dictionary Lookup
BioTagger-GM uses a normalized dictionary lookup method,
where both input text and name entries in the dictionaries,
BioThesaurus and UMLS Metathesaurus, are normalized.
Nonsensical terms in BioThesaurus are ignored during dic-
tionary lookup. Lengthy terms in both dictionaries are also
ignored because they are less likely to be found in text. The
following summarizes the normalized dictionary lookup
method:

246) labeling. Tokens in text constituting or not constituting
h the labels B (beginning of a name), I (inside a name), and
(IOB
ed wit
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1. Tokenize phrases intensively (e.g., GluRdelta2 ¡ Glu R
delta 2)

2. Filter out terms that have more than 10 tokens or more
than 80 characters (e.g., novel protein similar to vertebrate
SH3 and multiple ankyrin repeat domains family protein)

3. Normalize text and terms by
a) Converting tokens to base forms according to the

SPECIALIST lexicon (e.g., localisation ¡ localization,
thioredoxins ¡ thioredoxin, or flagella ¡ flagellum),

b) Changing letters to lower case (e.g., Glu R delta 2 ¡
glu r delta 2),

c) Ignoring punctuation marks, and
d) Converting digit sequences and Greek alphabets to 9

and G, respectively (e.g., glu r delta 2 ¡ glu r G 9)

4. Identify occurrences of normalized dictionary phrases in
input text and associate them with their corresponding
BioThesaurus or UMLS Metathesaurus entries.

All phrase occurrences, including overlapping phrases, are
recorded during dictionary lookup (see the next subsection).

Machine Learning
We used the CRF and MEMM frameworks implemented in
MALLET. To use these implementations, sentences need to
be tokenized and specified with features characterizing tokens
and token occurrences in their contexts. BioTagger-GM uses a
simple tokenization strategy in which sentences are token-
ized according to the following symbols: “:”, “/”, “-” as well
as parentheses, brackets, and white spaces. Resulting tokens
are further split if suffixes are Greek alphabets (e.g., alpha
and beta), digit sequences, or one of the following three
punctuation marks: “.”, “;”, and “,”. A capitalized letter at
the beginning of a sentence (excerpt) is lowercased, and
tokens recognized as nouns by the GENIA tagger are con-
verted into their base forms according to the SPECIALIST
lexicon. Given tokenized texts, named entity recognition
(NER) tasks can be modeled as sequential labeling by
associating each token (e.g., word) with an appropriate label
to demarcate biomedical entity names (see Figure 1).46 Each
token is then transformed into a vector of features (Table 1).
Besides features widely considered for NER/BNER, BioTag-
ger-GM includes dictionary lookup results as features. If a
phrase in text (a sequence of tokens) can be mapped to a phrase
in BioThesaurus (denoted as BioT) or UMLS Metathesaurus
(denoted as UMLS), the leftmost token of that phrase in text is
assigned with label BioT_B or UMLS_B_SemT, respectively,
where B stands for beginning of a mapped phrase and SemT
is the corresponding UMLS semantic type. The remaining
tokens in the mapped phrase if applicable are assigned
with BioT_I or UMLS_I_SemT, where I stands for inside of
a name phrase.46 Note that it is possible that multiple
labels are assigned to one token (Figure 3).

Post-processing
In BioTagger-GM, a post-processing module developed dur-
ing our participation in the BioCreAtIvE II GM shared task
is used without modification. This module includes three
parts: (1) correcting boundary errors, (2) exploiting the
acquired long and short form information within each
sentence, and (3) applying the one-sense-per-discourse heu-
ristics.47

For the first part of the module, BioTagger-GM uses regular

expression patterns to correct name boundary errors. A
number of different patterns are used, but representative
patterns are summarized below (square brackets indicate
name boundaries):

• Separate compound names, coordinated names, and par-
enthetical expressions, e.g., [DER/Egfr] ¡ [DER] / [Egfr],
[PKC alpha and PKC delta] ¡ [PKC alpha] and [PKC delta],
and [recombinant human erythropoietin (rhEPO)] ¡ [recom-
binant human erythropoietin] ( [rhEPO] ).

• Extend recognized names to the left when they are
immediately preceded by a letter with a hyphen, e.g.,
m-[Stat5b] ¡ [m-Stat5b].

• Correct unmatched parentheses, e.g., the previously re-
ported [HMGR1 mRNA ( HMGR1S mRNA] ) ¡ the previ-
ously reported [HMGR1 mRNA] ( [HMGR1S mRNA] ) or
[NADPH:cytochrome P450 oxidoreductase] ([P450R) gene] ¡
[NADPH:cytochrome P450 oxidoreductase ( P450R) gene].

The second part of the module uses a long-form detection
algorithm similar to the one introduced by Schwartz and
Hearst.48 For example, given an excerpt fragment interact
with pyruvate kinase (Pk), pyruvate kinase can be detected as

Table 1 y Features Considered for CRF Models and
MEMMs in BioTagger-GM

Feature Name Description/Example

tokeni Normalized token at the current
position

tokeni-1 Normalized token at the
position i-1, if available

tokeni-2 Normalized token at the
position i-2, if available

tokeni�1 Normalized token at the
position i�1, if available

tokenj,j�1 for j�i-2 to i�1 Normalized token bigrams
is tokeni a sub-word If a token is originated from a

consecutive letter sequence
such as a hyphenated word,
then true, or false otherwise

shape of normalized tokeni Given a token at the position i
(tokeni), convert an uppercase
letter as ‘X’, a lowercase letter
as ‘x’, a digit sequence as ‘9’,
and a Greek letter as ‘G’. A
sequence of every two to five
consecutive ‘X’ (‘x’) was
converted to ‘XXX’ (‘xxx’)

suffix of normalized tokeni

(length 4)
If tokeni consists only of

alphabets, and its length is
greater than 5, extract the last
four lowercase alphabets

POSi Part-of-speech for tokeni

assigned by the GENIA
tagger52

BioThesaurus labeli B/I labels (“BioT_{B, I}” or
none) indicating mapping of
tokeni to a BioThesaurus entry

UMLS labeli B/I labels with semantic type
information
(UMLS_{B,I}_SemT or none)
indicating mapping of tokeni

to a token in a UMLS entry

CRF � conditional random fields; GM � gene mention; MEMM �

maximum entropy Markov models.
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the corresponding long form for Pk. If a long form was
recognized as a gene/protein name, then the corresponding
short form was also marked as a gene/protein name within
the same expert, because we assume that they refer to the
same entity.

The third part of the module is motivated by the one-sense-
per-discourse assumption: different occurrences of one
phrase string refer to the same entity within one discourse.47

In our case, if one occurrence of a phrase is recognized as a
gene/protein name, then all of the occurrences of the same
phrase should be recognized as gene/protein names within
the same excerpt. The module also uses hand-coded regular
expression patterns to group phrases differing only by
numbers, Greek letters, or single letters (e.g., H2A1, H2A2,
and H2As or YAP1 uORF and YAP2 uORF1). For each group,
if one member refers to a gene/protein, then the module
annotates all other members in the group as genes/proteins.

BNER System Combination
Besides the CRF and MEMM models derived with MALLET,
we incorporate two other recognition models derived with
existing software packages in BioTagger-GM. These models
are a first-order CRF model derived with the ABNER
package and a CharLmRescoringChunker model built with
the LingPipe suite (a character-based language model in a
Hidden Markov Model [HMM] framework with a rescor-
ing mechanism). We use the tokenizer provided in the
ABNER package to generate input token sequences. The
CharLmRescoringChunker model requires two sets of
data to build an HMM model and to implement the
rescoring mechanism. We split the training portion of the
corpus into 85% and 15% for these purposes, respectively.
The n-gram parameter of the model is set to 36. Outputs
from these models are passed to the post-processing modules
presented in the previous subsection and then combined by
voting: A phrase is elected as an entity name through voting if
at least two models recognize the phrase as an entity name.49,50

Experiments and Results
We evaluated BioTagger-GM and its component models
over the BioCreAtIvE II GM training corpus (15,000 ex-

F i g u r e 3. Mapping of gene/protein names. Gene phrase
nature of gene/protein names and to the variation of gene/

and how they are used as machine learning features at each toke
cerpts) using 5�2-fold cross-validation tests, which had
been used by Leaman and Gonzalez51 in testing their gene
recognition system BANNER on the same corpus. Specifi-
cally, the training corpus was split into two partitions, one
for training and the other for evaluation, and then the roles
of the two partitions were switched for another test (i.e., a
two-fold cross-validation test). The procedure was repeated
five times, and the average precision, recall, and F-Measure
of the ten runs were calculated. After the cross-validation
tests, we built BioTagger-GM using the entire training
corpus (15,000 excerpts), and tested it on the BioCreAtIvE II
GM test corpus (5,000 excerpts), which was not referenced
during the development of any component system. Results
of these experiments are shown in Table 2 (cross-validation
tests) and Table 3 (the final evaluation).

A concern in developing and evaluating recognition systems
on one corpus is that the derived systems may be specialized
in that particular corpus (e.g., overly tuned to the corpus
annotation guidelines of BioCreAtIvE II). To address this
issue, we evaluated the systems on the JNLPBA corpus.
Namely, we re-trained the systems on the JNLPBA training
corpus without adjusting their configurations, and evalu-
ated on its test corpus. However, we had to turn off the
tokenization module and also the post-processing module in
the BioTagger-GM, which is not applicable to pre-tokenized
sentences with extra/artificial blank spaces in text. The
results of the experiment are reported in Table 4.

In the following sections, we discuss three aspects of the
obtained results, BioThesaurus lookup, machine learning,
and the generalizability of BioTagger-GM on the JNLPBA
corpus.

BioThesaurus Lookup
If we assume all phrases mapped to BioThesaurus are
gene/protein names, the recognition performance of such a
lookup system can achieve a recall of 0.8654 with a precision
of 0.2253 as shown in Table 2 (BioThesaurus with all
mapping). A large number of false positives were attributed
to the following:

ped to BioThesaurus entries can overlap due to the nested
n name phrases. This figure shows phrase mapping results,
s map
protei
n position in BioTagger-GM (CRF models and MEMMs).
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• Spurious entries remained in BioThesaurus (e.g., protein,
gene, DNA, and amino acid)

• Overlapping mapping (e.g., Figure 3), which degrades
precisions in the given evaluation framework

• Gene/protein names that are also common English
words (e.g., Time)

To provide high-quality features to machine learning sys-
tems, those likely-false-positive phrases should be filtered
from BioThesaurus. In the training portion of the corpus, we
identified phrases mapped to BioThesaurus entries that
occurred three or more times with 95% of the occurrences
being false positives. For example, the five most frequent
false positives in the BioCreAtIvE GM training corpus were
protein (1,231 times), gene (1,083), dna (679), acid (540), and
human (521), whose occurrences were 100% false positives. A
phrase gas was 93.3% (42 of 45) false positives (e.g., gas as in
gas chromatography vs. gamma-activated sequence abbreviated
as gas). Using a false-positive collection compiled in this
manner (990 phrases on average during 5�2 cross-valida-
tion tests on the BioCreAtIvE II GM training corpus, and
1,528 phrases from the entire training corpus), the F-Mea-
sure of the lookup approach was significantly improved (an
F-Measure of 0.6308 as in Table 2). If we also consider the
longest-first mapping without allowing overlaps, the F-
Measure was improved to 0.7059 (see also Table 2).

Table 2 y Recognition Performance Over the Training
Software Notes

BioThesaurus With all mapping
With all mapping � false-positive
Above w/longest first mapping

ABNER First-order CRF model
With post-processing module

LingPipe CharLmRescoring with 36-gram
With post-processing module

MEMM (MALLET) Second-order MEMM
With post-processing module

CRF (MALLET) Without BioThesaurus
Without post-processing
Without POS
Without UMLS
Without false-positive list
With longest first mapping
The best configuration

BioTagger-GM Combination of four systems

GM � gene mention; MEMM � maximum entropy Markov model
Reported numbers are averages of performance measures in 5�2-f

Table 3 y Recognition Performance over the Test Corp
System Notes

Ando With unlabeled data
BANNER model version 2
ABNER With post-processing
LingPipe 36-gram with post-processing
MEMM 2nd-order with post-processing
CRF The best configuration
BioTagger-GM Combination of four systems
GM � gene mention; CRF � conditional random field.
Machine Learning
We used MALLET version 0.4 to build CRF models exploit-
ing the features in Table 1. The best-identified settings for
the BioTagger-GM CRF model were:

• Using a second-order CRF model
• Using overlapping mapping during dictionary lookup

(e.g., not longest-first mapping)
• Filtering phrases in a likely-false-positive list (see the

preceding section for its derivation) after BioThesaurus
lookup

• Applying a post-processing module

Table 2 shows the performance comparison of the BioTag-
ger-GM CRF model and CRF models that lack one of the
above properties. The largest contribution to the perfor-
mance came from BioThesaurus lookup features. The Bio-
Tagger-GM CRF model outperformed the MEMM model,
which uses the same features as the CRF model and other
models considered in the study. After combining results from
the four machine learning models (ABNER, CRF, LingPipe,
MEMM), BioTagger-GM outperformed the best F-Measure
reported for the BioCreAtIvE II GM task by 1.66%.

Generalizability of BioTagger-GM
On the modified JNLPBA test corpus, BioTagger-GM
MEMM and CRF achieved F-Measures of 0.7004 and 0.7379,
respectively (Table 4). BioTagger-GM, combining these and

us of the BioCreAtIvE II GM Corpus, N � 18,265
Precision Recall F-Measure

0.2253 0.8654 0.3576
0.5000 0.8541 0.6308
0.6100 0.8378 0.7059
0.8324 0.7246 0.7753
0.8361 0.7493 0.7901
0.7637 0.8204 0.7910
0.7661 0.8364 0.7997
0.8432 0.8044 0.8233
0.8412 0.8175 0.8291
0.8621 0.7765 0.8170
0.8718 0.8133 0.8415
0.8717 0.8138 0.8417
0.8660 0.8187 0.8417
0.8772 0.8109 0.8428
0.8673 0.8212 0.8436
0.8714 0.8261 0.8481
0.8658 0.8717 0.8687

� conditional random field.
ss-validation tests.

the BioCreAtIvE II GM Corpus, N � 6,331
Precision Recall F-Measure

0.8848 0.8597 0.8721
0.8741 0.8277 0.8502
0.8590 0.7999 0.8284
0.7898 0.8735 0.8295
0.8526 0.8379 0.8452
0.8938 0.8496 0.8712
0.8821 0.8952 0.8887
Corp

list

; CRF
us of
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the two other systems, achieved superior performance, an
F-Measure of 0.7607, to its constituent systems. These results
suggest that CRF and MEMM incorporating BioThesaurus
information are generally effective, and also that publicly
available recognition systems (ABNER and LingPipe) can be
used to boost the recognition performance further. We are
aware that ABNER, used in BioTagger-GM, is an advanced
version of the third-place system in theJNLPBA workshop. In
fact, ABNER achieved good performance (F-Measure of 0.6961)
on this corpus, which is comparable to BioTagger-GM MEMM
(F-Measure of 0.7004). Thus, the JNLPBA corpus is not totally
new to BioTagger-GM for evaluation purposes, but the ob-
tained results would still support the general applicability of
the BioTagger-GM.

Discussion
The experiments showed that machine learning features
based on BioThesaurus could significantly boost BNER
performance. These features were effective when the false-
positive list and the overlapping mapping method were
used. The use of the false-positive list was shown to improve
recall (Table 2). The improved performance with the over-
lapping mapping method might be explained by the diffi-
culty in determining entity name boundaries and also by the
nested nature of gene/protein names. By allowing overlap-
ping mapping, subtle name boundaries would be deter-
mined by machine learning systems.

Although there are not readily generalizable errors that need
individual analysis, recognition errors of BioTagger-GM
include two major types. The first error type involves short
forms, i.e., acronyms, abbreviations, and symbols, which
lack distinctive phrase–inner features such as the headwords
receptor or the suffix- -dase/nase/lase. For example, it is diffi-
cult to recognize Gs (stimulatory G protein alpha subunit) as
a gene/protein name in “the third intracellular loop of the V2
receptor is required and sufficient for coupling to Gs.” The
second type of errors involves name boundary detection (or
the lack of comprehensive annotation of alternative bound-
aries). For example, when the hand-labeled name was ICS,
BioTagger-GM recognized chicken ICS, although there are
cases in which organism names may or may not be appro-
priate as a part of gene/protein names. There are also some
cases in which machine learning systems identify a noun
phrase spanning a gene/protein name, e.g., IgG subclass
profile was recognized by BioTagger-GM, where IgG is the
hand-labeled gene/protein name. Note that errors in a
particular machine learning system may be overcome by the

Table 4 y Recognition Performance over the Test Corp
System Notes

ABNER Without post-processing
LingPipe 36-gram without post-processing
MEMM 2nd-order without post-processing
CRF Configured for BioCreAtIvE
BioTagger-GM Combination of four systems

GM � gene mention; CRF � conditional random field.
The JNLPBA corpus is different from the BioCreAtIvE II GM cor
differences, but the taggers were not tuned to the corpus.
proposed ensemble method (Figure 4A and 4B), but there
are name phrases that may be inherently difficult to recog-
nize (or not to falsely recognize) for machine learning
systems (Figure 4C). Further investigation is needed in these
cases.

During our experiment on the JNLPBA corpus, we observed
that the performance of ABNER on this corpus could be
significantly improved (an F-Measure of 0.6961 to that of
0.7306) when the pre-tokenized input sentences in this
corpus were further tokenized. Performance of the other
recognition systems, however, was degraded on such overly
tokenized inputs. We need further investigation on these
unexpected phenomena, but this implies the significance
and subtlety of proper tokenization in boosting BNER
performance.

Conclusion
We have presented a gene/protein BNER system, BioTag-
ger-GM, which utilizes extensive terminology sources in the
domain and powerful machine learning frameworks imple-
mented in publicly available software packages. We de-
scribed our approaches to incorporating features based on
BioThesaurus in detail, which consists of normalization of
name phrases and filtration of false-positive words. The
experiments showed that these features based on BioThe-
saurus contributed much to this improved performance of
CRF and MEMM models. BioTagger-GM, which incorpo-
rates individual systems through a voting scheme, achieved an
F-Measure of 0.8887 on the BioCreAtIvE II GM test corpus,
which is higher than that of the top-ranked BNER systems in
the BioCreAtIvE II GM challenge. To confirm that the
proposed system is not overly tuned to the BioCreAtIvE II
GM corpus, we tested BioTagger-GM on the JNLPBA
corpus, and the results suggest that this system is still
effective, not just on the BioCreAtIvE II GM corpus.

Although BioTagger-GM achieved good performance in
these experiments, there were still a number of cases in
which this ensemble system failed (e.g., Figure 4C). Further
investigation is necessary to overcome these challenges. One
future direction is to utilize unlabeled text during the
training of the recognition systems,30 which had been suc-
cessfully used in the first-place system in the BioCreAtIvE II
GM challenge. We also plan to improve the post-processing
modules to handle the types of errors that cannot be
currently handled by machine learning systems. Lastly, but
importantly, we plan to evaluate BioTagger-GM in real-life

the Modified JNLPBA Corpus, N � 6,241
Precision Recall F-Measure

0.6491 0.7505 0.6961
0.6079 0.7166 0.6577
0.6668 0.7375 0.7004
0.7083 0.7702 0.7379
0.7058 0.8247 0.7607

several ways. The corpus and modules were adjusted for these
us of

pus in
problems, such as literature-based database curation
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projects to see if the BioTagger-GM can improve the effi-
ciency of literature-based curation of genes or proteins.
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