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Abstract
Reliable studies of enzymatic reactions by combined quantum mechanical /molecular mechanics
(QM(ai)/MM) approaches, with an ab initio description of the quantum region, presents a major
challenge to computational chemists. The main problem is the need for very large computer time to
evaluate the QM energy, which in turn makes it extremely challenging to perform proper
configurational sampling. One of the most obvious options for accelerating QM/MM simulations is
the use of an average solvent potential. In fact the idea of using an average solvent potential is rather
obvious and has implicitly been used in Langevin dipole / QM calculations. However, in the case of
explicit solvent models the practical implementations are more challenging and the accuracy of the
averaging approach has not been validated. The present study introduces the average effect of the
fluctuating solvent charges by using equivalent charge distributions, which are updated every m steps.
Several models are evaluated in terms of the resulting accuracy and efficiency. The most effective
model divides the system into an inner region with N explicit solvent atoms and an external region
with two effective charges. Different models are considered in terms of the division of the solvent
system and the update frequency. Another key element of our approach is the use of the free energy
perturbation (FEP) and/or linear response approximation (LRA) treatments that guarantees the
evaluation of the rigorous solvation free energy. Special attention is paid to the convergence of the
calculated solvation free energies and the corresponding solute polarization. The performance of the
method is examined by evaluating the solvation of a water molecule and a formate ion in water and
also the dipole moment of water in water solution. Remarkably, it is found that different averaging
procedures eventually converge to the same value but some protocols provide optimal ways of
obtaining the final QM(ai)/MM converged results. The current method can provide computational
time saving of 1000 for properly converging simulations relative to calculations that evaluate the
QM(ai)/MM energy every time step. A specialized version of our approach that starts with a classical
FEP charging and then evaluates the free energy of moving from the classical potential to the QM/
MM potential appears to be particularly effective. This approach should provide a very powerful tool
for QM(ai)/MM evaluation of solvation free energies in aqueous solutions and proteins.
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I. Introduction
QM/MM approaches have provided a general scheme for studies of chemical processes in
proteins.1-12 Significant progress has been made with calibrated semiempirical QM/MM
approaches2, 7, 10, 11 that include careful evaluations of the relevant activation free energies
by free energy perturbation approaches that date back to the 80's13. These studies exploit the
rapid evaluation of the semiempirical energies and sample the phase space of the QM atoms
and the surrounding MM atoms. However, the current challenge is to move to an ab initio
representation with a QM/MM treatment, since such QM(ai) representations have been shown
to provide “chemical accuracy” in studies of gas phase reactions of small molecules. Here, we
use the term ab initio mainly to differentiate form semiempirical methods. Therefore, QM(ai)
may also refer to density functional theory, which uses empirical parameters in common
implementations. Unfortunately, it is at present extremely challenging to evaluate the potential
of mean force (PMF) for enzymatic reactions by QM(ai)/MM approaches14, 15 due to the
requirement of very extensive sampling, which results in the extremely computationally
expensive repeated evaluation of the QM energies.

The recent realization of the importance of the proper sampling of QM(ai)/MM surfaces led
to several advances16-25. A major direction of these advances have been based on different
adaptations20-25 of our idea16, 17 of using a classical potential as a reference for the QM/
MM calculations. Other strategies have also been quite promising19, 26-28. Nevertheless there
is clearly a need for more “mainstream“ approaches that can be used in standard
implementations and aid in obtaining converging QM(ai)/MM free energies.

Here, we consider a simple and powerful treatment that can be viewed as a variable time step
approach (from the QM/MM perspective) that appears to provide a powerful way to evaluate
electrostatic free energies by QM/MM approaches. This approach is formally equivalent to
approaches that add the average potential to the solute Hamiltonian and is thus a mean field
approximation. Obviously, adding the average potential is an old idea that was implicitly
implemented in the QM/Langevin Dipole (QM/LD) model29-31. It is also implemented
implicitly in continuum models32-35. Furthermore, an averaging approach was implemented
recently in an instructive work of Yang and coworkers26. However, while the addition of the
average potential to the semiempirical Hamiltonian is very simple29, it requires specialized
implementation in standard commercial QM(ai)/MM codes (that are designed to handle
external point charges). Furthermore, the use of the average potential may not reproduce the
average energy obtained by using the instantaneous potential in each time step, as in the
common case when the solvent fluctuations are significant.

In some respects our approach is close in spirit to the work of Aguilar and coworkers36-39
who examined important aspects of this issue. However, our work focuses on examining the
relationship between the QM/MM approaches for the evaluation of free energies that do not
involve any averaging and of different averaging strategies. This issue presents a general
problem that, to the best of our knowledge, has not yet been addressed. We also pay special
attention to the contribution of the solute polarization that reflects the response to the potential
from the surrounding solvent. Obviously, it is quite simple to estimate this effect by classical
approximations30, but the uncertainties in such approximations can be quite significant in the
challenging case of charged transition states in proteins.
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The present approach maps the effect of the fluctuating MM environment during m time steps,
on a set of mL point charges (where L is the number of atoms within a relatively small cutoff
radius) and two additional point charges that represent the rest of the environment. This
seemingly simple implementation is found to be very effective, leading to computational time
saving of a factor of 1000 in QM(ai)/MM calculations of solvation free energies where the
solute structure is fixed. Furthermore, the present study casts an interesting light on the
relationship between the solvent fluctuations and the convergence of QM(ai)/MM calculation.
This insight will be exploited in QM(ai)/MM free energy calculations that allow the solute to
fluctuate.

II. Methods
Our starting point is the QM/MM energy of our system that is expressed here as:

(1)

where R and r are the solute (S) and solvent (s) coordinates, respectively and where ΨS and
ϕs are the wavefunction of the solute and solvent, respectively and Q is the vector of solute
residual atomic charges that depends on the potential created by the solvent (Us). Here the first

term, , is the energy of the polarized gas phase Hamiltonian
with a solute wavefunction that reflect polarization by the solvent. The second term

 is the solute-solvent electrostatic interaction. The third term, EνdW
(R,r), is the solute-solvent van der Waals interaction and the last term, EMM(r), is the solvent
potential surface. One can study different types of problems with above Etot, and here we will
take the evaluation of the solvation free energy as an example. Our starting point is the free
energy perturbation (FEP) adiabatic charging (AC) approach29, 40 where we can use a
potential in the form:

(2)

where E′ denotes energy of system without electrostatic solute-solvent interaction

 and where λk changes from zero to one in n+1 steps.

We can use the standard FEP equation

(3)

where β=1/(kBT); kB is the Boltzmann constant and T is the absolute temperature. The <>Ek
stands for the average obtained during the propagation of the configurations using the potential
of Ek.

Eq. (3) can be effectively approximated by using the linear response approximation (LRA)
treatment 41:
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(4)

where ΔGcav is the solvation free energy of the nonpolar neutral form of the solute. This term
consist of two parts describing hydrophobic and van der Waals free energy of cavity, which
are not included in the first two terms of Eq. (4). They were described in Ref. 31 and
implemented in ChemSol 2.0 program,31 which was used to obtain ΔGcav in this study. In the
case of homogenous solutions the second LRA term of Eq (4) is zero as the propagation of the
configurations using the E′ potential, which excludes the solute-solvent electrostatic
interaction, does not lead to proper orientation of the solvent molecules.

Alternatively, we can combine the approaches of Eqs. (3) and (4) into more efficient procedure
presented in the following. This procedure use the cycle of Fig. 1 where we first run a classical
MM simulation and use the FEP/AC approach29 to evaluate the free energy of charging the
solute to a given charge distribution (e.g. partial charges obtained with the PCM solvation
model ( , where “0” in superscript designates a constant value)), and then evaluate the
change in the free energy allowing the charge to “equilibrate” with the solvent potential. The
vector of equilibrated QM/MM residual atomic charges is designed by Qeq. Thus the QM/MM
solvation free energy can also be written as:

(5)

where the  term is the solvation free energy of the solute, the atomic charges of

which have been obtained from PCM model. The  can be obtained using classical
adiabatic charging approach based on FEP and therefore can be replaced by

. The  term in Eq. (5) is the polarization energy, which is
given by:

(6)

and  representing the polarization energy of a molecule in the PCM

solvation model. The last term of Eq. (5), namely the , can be expressed
using the LRA approach as:

(7)

where Etot(Q) is the QM/MM surface with the fluctuating charge.In case of both terms of Eq

(7), the calculation of the Etot (Q) and  is performed at exactly the same solute and
solvent coordinates, and those systems differ only by the set of residual charges of the solute.
Therefore, the average <> term becomes the difference in the polarization energies and the
interaction energies of both systems. Calculation of each <> terms of Eq (7) requires performing
QM calculations as the configurations are propagated to obtain solute polarization enegies
included in Etot(Q). Therefore one can expect that calculation of Eq (7) might be expensive.
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Since 〈Q〉 and  are similar, the LRA treatment can be approximated by assuming that both
terms are equal (this corresponds to a single step FEP with a very small (E0−En) in Eq. (3)).
Thus we can substitute the last term of Eq (5) with an approximated Eg (7), and write:

(8)

Of course, we can also use Eq. (7) without approximating it any further.

The main time consuming step in the evaluation of Eq. (8) is still the evaluation of the LRA
term 〈 〉E(Q) term which is the expensive even for studies of solvation free energies. Thus, we
move to the principle point of the present paper, which is the acceleration of the evaluation of
Etot.

Obviously Etot can be approximated by using fixed solute charge and writing:

(9)

where Q̄ is some estimate of the solute charge in solution (from PCM or from QM results

obtained at few solvent configurations). We can also replace  by its classical
approximation:

(10)

where q are the solvent residual charges, whereas i and j are indexes of the solute and solvent
atoms, respectively.

 can be estimated from LD or PCM calculations or even from a few QM/MM calculations
at some solvent configurations. It is also possible to use the classical approximations considered

in Ref. 30. Unfortunately, the approximations used for  are very problematic since the
solute wavefunction fluctuates during the solvent fluctuations. Here the obvious alternative is
to evaluate the polarization by using the averaged potential from the solvent. This can be done
by adding the solvent averaged potential to the solute Hamiltonian which in the simplest
semiempirical formulation will look like29, 30:

(11)

where F is the Fock matrix. However, in the ab initio code the corresponding treatment is more
complicated. Thus, although an innovative approach that add the average solvent potential to
the solute Hamiltonian was recently presented26, most widely used codes treat the solvent
potential by considering the solvent residual charge as an external charge, and our aim is to
exploit this general feature in combining MM and QM programs.

Our approach, which is technically similar to the approach of Aguilar and coworkers36, is
demonstrated schematically in Fig. 1. In this strategy, we constrain the QM atoms (the solute
atoms), evaluate the QM charges, Q(1), where (1) designates the first step and run m MM/MD
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steps allowing the solvent molecule to move in the potential . After m
MD steps, we have m snapshots of solvent coordinates which can be used in two ways. The
first is to evaluate the average potential from the m snapshots but this would require a special
implementation. The second option is to scale the charge of each solvent atom by 1/m and to
send m×N solvent atoms with the scaled solvent charges to the QM program. This approach
(Fig. 2 and Fig. 3b) is very simple but unfortunately it generates m×N external charges to be
included into the Hamiltonian within the QM program. This can be too expensive and
inconvenient as will be shown in the following sections. Thus, we introduce the approximation
described in Fig. 3b. In this treatment we divide the solvent into two regions. In the first region
(region I), we convert the Next solvent atoms to m×Next external charges (scaled by 1/m), while
in region II, we represent the average solvent field coming from N-Next solvent molecules, by
two point charges (q and −q) using:

(12)

where EO is electric field gradient at point O (the geometrical center of QM system) and OR is
pointing along EO to charge q.

The validity of the averaging approach is related to the approximation

(13)

where < >m designates an averaged over m MD steps. However as will be seen below it is not
essential to satisfy Eq. (13).

The validity of the use of effective charges simply depends on the magnitude of region I. In
this study, we consider four solvent representation models that reflect different sizes of region
I and region II. Model M1 and model M4 are single layer models consisting only of region I
or region II respectively. Models M2 and M3 are dual layers models and the corresponding
sizes of region I and II are presented in Table 1. At any rate, our task is to explore the range of
validity of the above approximations and this will be done in the next section.

The validation of the above approximations will be conducted for two different types of solutes:
a polar molecule - water and an HCOO− ion. All the solute atoms will be solvated by explicit
water molecules placed in a sphere with a radius of 16 Å, which corresponds to 565 and 563
water molecules respectively. All solvent molecules are represented by the ENZYMIX force
filed42. In the simulation model the sphere of the explicit water molecules is surrounded by a
surface region whose average polarization and radial distribution are determined by the surface
constrained all-atom solvent (SCAAS) model40, 43, 44. The surface region is embedded in a
bulk continuum region with a dielectric constant of 80. The long range interactions are treated
by the local reaction field (LRF) approach45.

The MD simulations presented here were performed using the MOLARIS package42. In every
case we first relaxed the system in a 10 ps long simulation of 1 fs time steps. All QM calculations
were performed using the Gaussian03 package. The B3LYP exchange-correlation
potential46, 47 was used with 6-31+G** and aug-cc-pVDZ basis sets48. The Merz-Kollman
scheme49 with default atom radii was used to determine charges on atoms to be later used in
the MD simulations.
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The combined QM/MM calculations were facilitated by developing new extensions of
MOLARIS that store solvent trajectories and calculate charges to be later used to define the
external average potential in the QM calculation. The Gaussian03 - Molaris communication
as well as free energy mapping was facilitated by application of the Gaussian Output Tools
package50 and other Perl scripts. All benchmarked calculations presented here were performed
on dual Intel Xeon 3.06 GHz machines with 2Gb of memory running the Red Hat Enterprise
Linux 5 operating system.

III. Results and discussion
III.1 A solvated water molecule

In the first stage of our study, we evaluated the performance of the four different models (M1-
M4) for representing the solvent effects on the solute while using the standard QM/MM
approach (m=1). This step was needed because the high m values (m>50) are only accessible
for models with a reduced number of explicit water molecules (models M2-M4). Fig. 4
examines the averaged solute-solvent interaction energy (<Eint>) during a simulation of a
solvated H2O molecule in water using models M1-M4. In the case of the reference model
(model M1), the value of <Eint> converged after about 5ps; here we define the convergence
by the reaching of a constant value. The other models converged in a similar time (see however
below). The main point that emerged from the Fig. 4 is that model M2 (where about 75% of
explicit water molecules are represented by two charges) provided an excellent approximation:
the plot of <Eint> is practically parallel to that of model M1. The shift of ca. 0.5 kcal/mol
originates in the beginning of the simulation (first 1.5 ps) and can be easily corrected by not
taking the first 2ps of the QM/MM simulation (additional equilibration - see Table 2) into
account. As seen from the Fig. 4 even the simplest models (M3 and M4) perform quite well,
but they need much longer simulation times to converge. The longer simulation times can only
be reached by increasing m. However, as will be shown below, the converged results are
practically the same as ones obtained with the reference model M1. The rationale for using
models M2-M4 is clarified in Table 3, where we evaluate the timing of one QM calculation
using each model for large values of m. In this study, models M2 and M4 are tested most
extensively. Apparently, model M2 provides a good balance between calculation time and the
simplification of the solvent representation. Model M4 has the big advantage of short
calculation times (despite the fact that it might require more steps to converge), while
maintaining good accuracy. At the same time, its simplicity may seem somewhat artificial for
those who may prefer more complete models.

After validating our approach for obtaining V̄m, we moved to the examination of the
performance of Eq. (12) for different values of m, (note that our final focus will be on solvation
free energies rather than Eq. (13).). This was done for the test case of a solvated water molecule
in water where we evaluate major contribution to solvation free energy (solute-solvent
electrostatic interaction energy (Eint) and solute polarization energy(Epol)) and dipole moment
as a function of the simulation time.

Fig. 5 describes the interaction energy for the different m's as a function of time, while Figs.
6 and 7 represent, respectively, the average solute-solvent electrostatic interaction energy and
the solute polarization energy as a function of time. The plots represent 10 ps simulations using
model M2. It can be seen from Fig. 5 that the amplitude of Eint during the simulation is similar
for the m's studied (for the clarity of the plot only selected m's were presented in Fig. 5). This
is due to fact that m only defines how often the charges on the solute atoms are updated
according to the average solvent potential. However, since the reasonable charges obtained in
PCM calculations are used as the starting point of MD simulation, the changes in charges are
not significant and it does not seem to affect the solute-solvent interaction to a great extent.
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The plots of the averaged interaction energy, <Eint>, and the polarization energy, <Epol>, lead
to the conclusion that all selected m's lead to convergence. At the same time it is apparent that
even the m=10 simulation does not follow the m=1 simulation in an exact way. These results
might look surprising at first glance. However, a closer look should start from the realization
that the solvent molecules fluctuate on a wide frequency range and that some of these
frequencies involve periods which are shorter than the time between different QM/MM
evaluations for m>1. This point is clear from the Fourier transform of the fluctuating interaction
energy (Fig. 8), which includes oscillations above 800 cm−1 (about 7 fs). Fortunately, the fast
oscillations do not contribute to the final free energy. Thus we do not expect to have the same
result for m=1 and m>1. In asking what the optimal value of m is, we have to realize that
converging calculations require “equilibration” between the solute charge and the solvent
potential. For example, we could use the approach described in Fig. 9. In this approach, we
run long MD simulation with Q(0) and then take the resulting average potential, evaluate new
Q and run another set of MD simulations. This procedure is repeated until convergence is
reached. The plots demonstrating such convergence for different values of m and 3 models
(M2-M4) are presented in Figs. S-1 - S-6 of the Supplementary Materials.

The convergence issue becomes very important when we evaluate solvation free energies by
QM/MM models. Thus, we present the results for calculations of ΔGsol for different values of
m and different solvent representations obtained after 10 ps simulation in Table 3. In the case
of the model M1 and m=1 the result of −6.1 kcal/mol is converged within a 10ps simulation
and is almost equal to experimental value of −6.3 kcal/mol51. When using the simpler solvent
representation, model M2, the result is also converged and it the same as for model M1. For
m=1, models M3 and M4 give results further from the experimental value (−5.9 and −5.3,
respectively). These results are not converged, however, but because of the computational cost
the longer simulation needed for full verification was not performed. Such longer simulations
were performed for m>10. As an example let us consider the ΔGsol results obtained with model
M2 for m=25 and m=200. In the 10 ps simulation, we obtained −7.5 and −5.3 kcal/mol,
respectively, which is up to 20% off the correct value. However, these results do not reflect
proper convergence and longer simulation had to be conducted. The ΔGsol results of 50 and
100 ps simulations conducted for m=25 and m=200, respectively, are in perfect agreement with
the corresponding experimental result (Figs. S1-S3 and Table 2). Similar results were obtained
for model M1, which performed poorly over most of tested m's in the 10 ps simulation.
However, the free energy of solvation averaged over the 50 and 100 ps simulations reproduce
the experimental value (Table 2). Interestingly, for all presented solvent representation models,
m=50 give perfect agreement with the experimental result, but this is coincidental, since m=50
did not perform as well for other solvent representation models not presented in this study.

At this point, one should wonder what are our recommendations for choosing the optimal model
for solvent representation and the value of m for calculating the free-energy of solvation? As
was shown here, there is strong coupling between these parameters and the required time to
obtain converged results. When using models M1-M3, increasing m will lead to an increase
of the single QM step calculation time (Table 3). This trend is drastic for model M1 and might
also become evident for model M3 for very large values of m. The single QM calculation time
using model M4 does not depend on m, however, this model might require much more MD
steps to converge. One also has to keep in mind that model M4 is only good for small molecules,
as this model uses two charges to reproduce the electric field only in the geometrical center of
the solute. Larger molecules might require more sophisticated approaches to reproduce the
local polarization of the molecular fragments. Therefore, the selection of the value of m and
the appropriate model should be based on the system being studied and the estimated total
calculation time required for convergence. In the case of the water molecule the most efficient
approach would be to perform 100 ps simulation using model M4 and m=1000. Comparing to
the standard approach (model M1, m=1), it offers calculation time savings by 100 times less,
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while still giving the same result. As mentioned before, chemists might prefer to use more
complete solvent potential models like M2 or M3, which performed well for values of m from
25 to 1000 offering computational time savings by factor of up to 73 in the presented case (M3,
m=500).

After exploring the energetic issue, it is useful to examine the convergence of the solute
polarization and this was done in the present study in terms of the dipole moment of water. As
seen in Fig. 10, the use of different values of m leads to the convergence of the dipole moment.
The converged value of the dipole moment obtained with m=1 is 2.35D. For other values of
m considered in this study the values obtained are within 2.28-2.38 D, which correspond to
shifts of 0.48-0.58 D compared to the gas-phase result. Other studies employing broad range
of computational techniques suggested the shifts of 0.4-0.8 D.52-54 Mendoza et al.38 have
used a mean field approach with averaging potential over a different number of configurations
and obtained dipole moments between 2.72 and 2.78 D. At any rate, our aim is not to reproduce
of the dipole moment, but rather compare the results obtained by different m's.

III.2 A solvated formate ion
After studying a polar molecule (namely H2O) we examined the performance of our approach
in the case of solvated ion. As a test case, we consider the formate ion and the corresponding
results are summarized in Table 4 and Figs. 12-15. The plot of the solute-solvent interaction
energy, Eint, obtained in a number of simulations using m=1…1000 and model M2 is presented
in Fig. 12. It can be seen from the figure that the amplitudes of Eint are on the same order of
magnitude for all values of m considered. Also, the average solute-solvent interaction energy,
<Eint>, appears to converge nicely (Fig. 13). More specifically, <Eint>, converges (within 2
kcal/mol) in all simulations with m<100. The convergence with m=1000 appeared to be much
slower since the solute charge was updated only 10 times and thus did not reach satisfactory
equilibration. Additional plots demonstrating the convergence of <Eint> in 50 ps and 100 ps
simulations for m=25,50 and m≥100, respectively are presented in Figs. S-7 and S-8.

The most remarkable difference between the convergence of <Eint> for H2O and HCOO− is
that the convergence is much slower in the latter case. This reflects the fact that the initial
orientation of the solvent molecules is far from optimal in the HCOO− case and more MD steps
are required to orient them according to electric field of an ion. As shown by the plots of
<Eint> along 50 and 100 ps simulations for m 25, 50 and m≥100 respectively the convergence
within 1 kcal/mol is reached after 40 and 60 ps respectively.

In addition to the solute-solvent interaction energy, we studied the polarization energy of the
HCOO− ion. As shown in Fig. 14, the average polarization energy, <Epol>, converges within
a 10 ps simulation, for all the values of m considered. The converged value spread between
3.5 and 5.5 kcal/mol. The lowest value of ca. 3.5 kcal/mol correspond to m=1000 and is
reflected in the low average solute-solvent interaction energy observed in this case.

The converged result of <Eint> and <Epol> can be used to obtain the solvation free energy using
Eq. (4). The convergence of this approach can be assessed from Fig. 15 (see, however, the
comment below). However, the final converged value turn out to be −88.0 kcal/mol which
represent a significant overestimation of the observed solvation energy (−80 kcal/mol43). A
comparison of the classical ΔGsol evaluated by the LRA approach of Eq. (4) and by the FEP
approach of Eq. (3) established that the overestimation is entirely due to the use of the LRA
approximation for the entire charging process. Thus we used Eq. (8) and obtained the results
summarized in Table 4. As seen from the table the calculated solvation free energy of
HCOO− can converge to −80±1 kcal/mol and is in excellent agreement with the corresponding
observed value. Since the QM/MM part of Eq. (8) converges much faster than the
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corresponding part of Eq. (4), we describe in Fig. 15 the convergence of Eq. (4) correcting,
however, the final result to those obtained by Eq. (8).

Overall the QM/MM treatment of Eq. (4) converges after about 40 and 60 ps simulations for
m=25,50 and m m≥100, respectively. On the other hand, the QM/MM part of Eq. (8) requires

about 20 ps and the MM evaluation of  is very inexpensive relative to the QM/
MM part.

In order to assess the effect of the model used we also evaluate the solvation energies using
model M4 (Table 4). The corresponding results are on average 1.5 kcal/mol lower than results
obtained by the model M2 and even further from the experimental results.

Although the obtained free energy of solvation is in very good agreement with the experiment
value, one has to keep in mind that the result can be inaccurate due to the QM method employed.
The major contribution might be related to the size of the basis set used in QM calculations.
We estimated these by conducting one test calculation (100 ps simulation with m=1000 and
model M4) where we employed the larger aug-cc-pVDZ basis set rather than 6-31++G** used
before. The larger basis set is expected to better reproduce the polarization effect as it provides
more flexibility for the SCF procedure. Indeed the obtained free energy of solvation was
decreased by only less than 1% (0.7 kcal/mol).

When discussing the performance issues one should consider the purpose of the calculation.
For example, when trying to obtain solvation energies by Eq. (4) one should consider using
the M1 model, averaging over m=25-50 solvent configurations and using accurate QM
methods. In our test case of the HCOO− ion, the single QM calculation using model M1 and
50 solvent configurations was on average 6.35 times slower than calculation for m=1 using the
same M1 model. However, since 50 times less QM calculations are required the overall speed-
up is 7.8. For studies that require obtaining relative results for the number of systems, one could
use models M2-M3 and m>100 which provided convergence within 100 ps simulation
requiring 100-1000 QM steps. Our benchmark for model M2 and m=200 suggests that the
single QM step is 6.5 times slower than for m=1, however, with averaging over m=200 the
total speed-up using our accelerated approach is 30.6 times. On the other hand, for rough
estimates of relative energies using the M4 model seem very attractive. In this case, the
averaging even over 1000 steps takes as much time as single gas-phase calculation. Therefore,
the total speedup using our accelerated approach can reach 1000 times in this case. This of
course does not take into account the slower convergence observed in the case of HCOO− for
m=1000, which in practice decreased the total speed-up to ca. 100 times, as a 10 times longer
simulation was required.

IV. Concluding Remarks
The evaluation of the free energy changes in solutions and proteins by classical MM approaches
usually requires very extensive averaging over the configurational space of the protein. This
work establishes that the same requirement will hold for QM/MM calculations. Thus it is clear
that simple minimization approaches of the type used in gas phase QM calculations would not
be effective in evaluations of the activation energies of chemical reactions in proteins (e.g. see
Ref. 55). Unfortunately, evaluating free energies of QM(ai)/MM surfaces is extremely
challenging due to the need for extensive evaluation of the QM(ai) energies. Several innovative
strategies for accelerating QM(ai)/MM sampling have already emerged16, 17,19, 26-28.
Nevertheless there is clearly a need for more “mainstream“ approaches that can be used in
standard implementations and help in obtaining converging QM(ai)/MM free energies.
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The present study provides a practical and effective approach for performing QM(ai)/MM
calculations of solvation free energies in solutions and in proteins. This is done by averaging
the solvent potential over fixed a number of steps (m) in MM simulations, representing the
effect of the fluctuating solvent charges by effective charges, and then updating the solute
polarization by incorporating the effective charges in the solute Hamiltonian. The idea of using
an average potential is obviously not new and has been used implicitly in our QM/LD
models29-31. Furthermore, some important aspects of the current strategy have been used
before. For example, the useful idea of representing the solvent potential by effective charges
and a variable m value was used in Refs 36-39 and an average potential was used in Ref. 26.
However, the main point in our work is the systematic examination of the convergence of the
averaging approach in actual free energy calculations and the relationship between the uses of
different m values and the full QM/MM simulations that do not use any updating. Moreover,
we explored the validity of using simple charge distributions that lead to significant saving in
computer time. Finally, the key point of our approach is the development of an accurate and
effective approach for calculating QM(ai)/MM solvation free energies.

Our study establishes the conditions for converging free energy calculations and provides
several very effective ways of obtaining converged results which, to the best of our knowledge,
has not been accomplished to date. At any rate our approach provides a time saving of up to
1000 in QM/MM calculations of solvation free energies while basically giving the same results
that would be obtained in such calculations without averaging procedure. Of course if one
would run only 100 MD steps overall, one will not save much time. Establishing this point is
quite important since the argument that one is using a mean field approximation usually implies
that the results are approximated. However we found here that the use of an average potential
in free energy calculations give the same results as free energy calculations with the instant
potential.

The present study has not considered the solvent polarization since it used the MOLARIS non-
polarizable force field. However, we would like to clarify that we have been using polarizable
force fields in QM/MM calculations since 19761 and have been considering the solvent
polarization in many works (for review on polarizable force-fields see Ref. 56). Thus we can
add the polarized solvent dipoles to the solvent average charges by using the polarizable
MOLARIS force field. This detail is left, however, to subsequent works.

The approach used here for fixed solvent coordinates can be extended to the much more
challenging (and arguably more important) case where both the solute and solvent are allowed
to fluctuate. At present there are only a few approaches that can be used to address this issue
in an efficient way20-25. Thus, it is important to explore practical approaches for evaluating
the PMF in the solute-solvent configurational space without fixing the solute coordinate during
the free energy calculations. The most obvious use is the refinement of our approach that use
the EVB as a reference potential15. In this approach we perform MD simulation on both the
EVB and corresponding QM/MM surface. Thus, we can obtain significant saving by reducing
the expensive QM evaluations while using the average MM potential obtained between the
number of QM evaluations. However we also explore other less involved strategies. We believe
that the present strategy will provide a useful way of advancing in this direction.
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Figure 1.

Energy scheme.  is calculated by the classical adiabatic charging approach.
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Figure 2.
A schematic representation of the averaging of the solvent potential over m steps of a MD
simulation.
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Figure 3.
Different models for the evaluation of the average solvent charges: model M1 (a) involves an
averaging of the explicit solvent molecules; models M2 and M3 (b) average the explicit
molecules in region (I) while representing the average potential of the molecule in region II
by two charges; model M4 (c) represents the solvent effect by two charges.
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Figure 4.
Convergence of the average interaction energy during 10ps simulations (m=1) using different
models of solvent representation.
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Figure 5.
Interaction energy during 10ps simulations of water molecule in water using model M2. The
charge on the solute atoms were updated every mth step.
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Figure 6.
Average solute-solvent interaction energy during 10 ps simulations of a water molecule in
water solution (model M2).
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Figure 7.
Average solute polarization energy during 10 ps simulations of water molecule in a water
solution (model M2).
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Figure 8.
Fourier transform of the fluctuating interaction energy as a function of the simulation length
and the value of m obtained in simulation of water molecule in water using model M2.
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Figure 9.
Schematic convergence.
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Figure 10.
Average dipole moment of water molecule in water along a 10 ps simulation using model M2.
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Figure 11.
Free energy of solvation of water along 50 and 100 ps simulation of water molecule in water
solution.
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Figure 12.
Interaction energy along 10ps simulations of HCOO− in water using model M2. Charge on the
solute atoms updated every mth step.

Rosta et al. Page 26

J Phys Chem B. Author manuscript; available in PMC 2009 March 4.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Figure 13.
Average solute-solvent interaction energy along 10 ps simulation of HCOO− solvated by water
(model M2).
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Figure 14.
Average solute polarization energy along 10 ps simulation of HCOO− ion in water solution
(model M2).
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Figure 15.
Free energy of solvation of the formate ion along 50 and 100 ps simulation. The calculations
were performed using Eq. (4) and corrected by adding the difference between the ΔGsol of Eq.
(7) and ΔGsol of Eq. (4).
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