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Abstract 

Automatically extracting information needs from ad 
hoc clinical questions is an important step towards 
medical question answering. In this work, we first 
explored supervised machine-learning approaches to 
automatically classify an ad hoc clinical question 
into general topics. We then explored both 
unsupervised and supervised methods for 
automatically extracting keywords from an ad hoc 
clinical question. Our methods were evaluated on the 
4,654 clinical questions maintained by the National 
Library of Medicine. Our best systems or methods 
showed F-score of 76% for the task of question-
general topic classification and of 58% for extracting 
keywords from ad hoc clinical questions. 

1. Introduction 

Physicians have many ad hoc clinical questions at the 
moment of patient care [1]. And yet, physicians have 
limited time and resources to search for answers to 
these questions. Medical question answering systems 
[2] apply natural language processing approaches to 
automatically generate answers in response to ad hoc 
questions; such systems may be promising for 
clinical information access at point of patient care. 

An important step for developing a medical question 
answering system is to automatically extract 
information needs from ad hoc questions. Ely and 
associates [1] collected thousands of clinical 
questions from more than 100 family doctors, which 
the National Library of Medicine (NLM) has 
published with annotations1 [1,3-5]. Two examples 
of questions are shown below: 

Question 1: “The maximum dose of estradiol 
valerate is 20 milligrams every 2 weeks. We 
use 25 milligrams every month which seems to 
control her hot flashes. But is that 
adequate for osteoporosis and cardiovascular 

disease prevention?”

Question 2: “Child has pectus carinatum. 
Radiologist told Dr. X sometimes there are 
associated congenital heart problems. Dr. X 

                                                          
1 http://clinques.nlm.nih.gov/JitSearch.html 
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wants to study up on this. Does the patient 

have these associated problems?”

Here, we represent the information needs by two 
means. First, a question can be classified by general 
topic to facilitate information retrieval. For example, 
question 1 represents a pharmacological question, 
and we can therefore identify the Micromedex 
pharmacological database as the resource for answer 
extraction. 

Secondly, a question incorporates keywords (specific 
topic terms) that capture the most important content 
of the question. In our example, the keywords for 
question 1 are “estradiol valerate” and “osteoporosis 
and cardiovascular disease prevention,” while the 
keywords for question 2 are “pectus carinatum” and 
“associated congenital heart problems.” The 
keywords can be used as query terms for retrieving 
relevant documents. They can also be used as the 
anchor terms for answer extraction.  

In this paper, we report our efforts to automatically 
identify both general topics and keywords from ad 
hoc clinical questions. 

2. Background 

Physicians typically asked complex questions. There 
is a good body of work that manually analyzes 
complex medical questions with domain knowledge. 
For example, Ely and associates [1,6] created a 
taxonomy to map 1,396 clinical questions to a set of 
69 question types (e.g., “What is the cause of 
symptom X?”, “What is the dose of drug X?”) and 63 
topics (e.g., drug or cardiology). The authors further 
classified medical questions on the basis of a high-
level hierarchical taxonomy, the evidence taxonomy 
[7]. Specifically, a medical question can be classified 
as either clinical or non-clinical. A clinical question 
can be subclassified as either general or patient-
specific; a general question can then be classified as 
either evidence or no evidence, and an evidence
question can be classified as either intervention or no 
intervention. Seol and associates [8] identified four 
question types: treatment, diagnosis, etiology, and 
prognosis. Huang and associates [9] manually 
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evaluated whether clinical questions can be 
formulated by problem/population, intervention, 
comparison, and outcome (PICO).

Cimino and associates [10] proposed a framework for 
automatically analyzing ad hoc medical questions. In 
this framework, an ad hoc question (e.g., “How do I 
treat Hansen’s disease?”) can be mapped to a generic 
question (e.g., “What is treatment for disease?”) for 
which a specific retrieval strategy can be developed. 
The approach of mapping and decomposing ad hoc 
questions into generic questions has been widely used 
in open-domain question answering systems (e.g., 
[11,12]). Previously, we developed supervised 
machine-learning techniques to automatically classify 
medical questions into Ely and associates’ evidence 
taxonomy [7], and we reported ~50% F-score for 
classifying a clinical question into five categories 
defined by the evidence taxonomy [13,14].  

This new work represents the largest analysis of 
clinical questions (over 4,600) to date. We classified 
questions into 12 general topics. We also present the 
first model to automatically identify keywords from 
clinical questions. 

3. The Clinical Questions Collection 

The 4,654 clinical questions maintained by the NLM 
(available at http://clinques.nlm.nih.gov/About.html) are the 
evaluation text collection for our study. Those over 
four thousand questions were collected from 
healthcare providers across US. Each question was 
assigned one or more general topics by physicians; 
there are a total of 13 general topics. For example, 
question 1 was assigned three general topics 
management, treatment & prevention, and 
pharmacological.  Question 2 was assigned two: 
management and diagnosis. 

Table 1 shows the 13 general topics and the number 
of questions assigned to each. 3,559 questions were 
assigned one general topic, 386 questions were 
assigned two topics, 700 questions were assigned 
three topics, 4 questions were assigned four topics, 
and 5 questions were assigned five topics. 

In addition, each clinical question was assigned 1–3 
keywords: 4,167 questions were assigned one 
keyword, 471 were assigned two keywords and 14 
were assigned three keywords. For question 1, the 
keywords assigned were “estrogen replacement 
therapy,” “osteoporosis,” and “coronary 
arteriosclerosis;” for question 2, the keywords 
assigned were “thorax,” “abnormalities,” and “heart 
defects, congenital.” 
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Table 1: Of the 4,654 clinical questions maintained 
by the NLM, the general topics and the number of 
questions assigned. 

General Topics Number of Questions 
(percentage of the total 

questions) 
Device
Diagnosis
Epidemiology 
Etiology
History
Management 
Pharmacological 
Physical Finding 
Procedure 
Prognosis 
Test
Treatment & Prevention 
Unspecified 

37 (0.8%) 
994 (21.4%) 
104 (2.2%) 
173 (3.7%) 
42 (0.9%) 

1403 (30.1%) 
1594 (34.3%) 

271 (5.8%) 
122 (2.6%) 
53 (1.1%) 

746 (16.0%) 
868 (18.7%) 

0 (0%) 

4. Method 

With 4,654 annotated clinical questions as the 
training and testing sets, we explored supervised 
machine-learning approaches to automatically 
classify a question by general topics. We developed a 
binary classifier for each of the 12 topics (We 
excluded the category unspecified because it was 
empty); a binary classifier would allow multiple 
topics to be assigned to a question. We also 
developed approaches to automatically extract 
keywords from ad hoc clinical questions. 

4.1 Question Classification 

We used the freely available Weka 3 
(http://www.cs.waikato.ac.nz/ml/weka/) for supervised 
machine-learning systems. We experimented with 
various machine-learning algorithms, including naïve 
Bayes, decision tree, neural network, and support 
vector machines (SVMs), and found that SVMs 
performed the best, which is consistent with our 
previous studies [13,14]. We therefore only report the 
results for SVMs. 

We explored different features for machine learning, 
including words and bigrams. We experimented with 
part-of-speech (POS) and with/without stemming as 
additional features. We used the Stanford Parser 
(http://nlp.stanford.edu/downloads/lex-parser.shtml) for the 
POS tagging. Additionally, we mapped terms in 
questions to Unified Medical Language System 
(UMLS) [15] concepts and semantic types and 
explored them as additional features. The UMLS 
incorporates the Metathesaurus, a database that 
contains more than one million biomedical concepts. 
It also incorporates the Semantic Network, a top-
down semantic knowledge representation containing 
135 nodes or semantic types (e.g., disease or
syndrome); each semantic type represents a category 
to which certain UMLS concepts can be mapped. 
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Each UMLS concept in the Metathesaurus is assigned 
one or more semantic types. We have applied the tool 
MMTx [16] to identify appropriate UMLS concepts 
and semantic types in a question string. Our previous 
work showed that adding the UMLS concepts and 
semantic types as additional features lead to 
enhanced performance in question classification 
[13,14]. We also experimented with feature selection 
using mutual information [17]. 

As shown in Table 1, the distribution of clinical 
questions to different topics is skewed, with a large 
majority of questions assigned to the top three topics. 
In order to compare the performance of different 
binary classifiers, we have arranged that each 
classifier has a baseline of 50%; this indicates that 
each classifier is trained on the same number of 
positive and negative data. For example, when we 
trained a binary classifier for diagnosis, we had 994 
questions that were assigned to the topic (Table 1). 
This set of 994 questions represents the “positive” 
training data. To generate “negative” training data, 
we randomly selected 994 questions from among the 
remaining topics.  

We report the classification performance by 10-fold 
cross-validation. We also repeated the classifications 
10 times when we randomly selected negative data. 
We then report the average F scores. Each F-score 
(F) is calculated by F = (2 * Precision * Recall) / 
(Precision + Recall), where recall is the number of 
correctly predicted medical questions divided by the 
total number of annotated questions in the same 
category, and precision is the number of correctly 
predicted medical questions divided by the total 
number of predicted questions in the same category. 

4.2 Keyword Identification 

We developed both unsupervised and supervised 
approaches to automatically identify keywords from 
each original question and rank them. The two 
unsupervised approaches we explored are the IDF 
model and domain filtering. We explored two 
supervised machine-learning approaches: logistic 
regression and conditional random fields (CRFs).  

4.2.1 Unsupervised Approaches 

We first parsed each question to extract noun phrases 
as candidate keywords. For this task, we applied 
MMTx, which incorporates a biomedical, domain-
specific shallow parser. We then ranked the noun 
phrases based on the Inverse Document Frequency 
(IDF) model that was originally proposed in [18]. 
Specifically, if a noun phrase incorporates a sequence 
of words, W1 W2 …Wn, the IDF value for that noun 
phrase is the sum of the IDF values of each word:  
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                                                                         (1) � � � ���
n
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The higher the IDF value, the higher priority the 
keyword. A baseline model is to randomly select 
noun phrases as keywords. 

�i 1

We speculated that medical, domain-specific terms 
are more likely to be keywords, and we therefore 
further enhance keyword identification with the 
biomedical knowledge resource the UMLS. For this 
task, we first applied the MMTx to map a question 
string to the corresponding UMLS concepts and then 
ranked the concepts based on the IDF model. 

The IDF and domain-filtering methods rank the 
candidate keywords. To determine how many top-
ranked keywords, N, for inclusion, we used a 
heuristic formula: 
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4.2.2 Supervised Machine-Learning 

We applied two supervised machine-learning 
methods�logistic regression and conditional random 
fields (CRFs), to automatically identify keywords in 
a medical question. Logistic regression model is 
widely used in the biomedical domain and CRFs has 
shown to be one of the best models for biomedical 
named entity recognition. We used Weka 3 for 
logistic regression. For CRFs, we used Mallet 
(http://mallet.cs.umass.edu). The features we 
explored include word position, character length, 
POS, idf, and semantic types. 

4.3 Evaluation of Keyword Identification 

The NLM-assigned keywords were used as the gold 
standard for evaluating our automatic keyword 
identification approach. However, when we manually 
examined the NLM keywords, we found we couldn’t 
use them directly. We found in many cases, an 
assigned keyword does not appear in the original 
question. For example, the assigned keyword for the 
question “how do you use redux? what are the 
indications?” was “obesity.” In this case, the 
assignment was based on the knowledge that “redx” 
is a medication of obesity. Inferring keywords based 
on domain knowledge is a challenging text-mining 
task. We currently focus on the simpler task of 
keyword extraction only.  
roceedings Page - 98



Table 2: F scores (10-fold cross validation) for applying support vector machines to automatically assign topics to ad hoc clinical 
questions. We explored different features and their combinations, e.g., part-of-speech (POS) and the UMLS concepts and 
semantic types (CSTY).  

General Topics 
Bag-of-
Words 

With
Stemming 

With Feature 
Selection

(top-2000 features) 
Words+ 
Bigrams 

Words+ 
Bigrams

+POS

Words+Bigrams 
+CSTYs+
Stemming 

Words+Bigrams+ 
POS+CSTYs+ 

Stemming
Device
Diagnosis
Epidemiology 
Etiology
History
Management 
Pharmacological 
Physical Finding 
Procedure 
Prognosis 
Test
Treatment & Prevention 

56.90% 
73.68% 
70.58% 
79.22% 
54.29% 
68.44% 
82.56% 
71.74% 
70.39% 
72.95% 
79.06% 
68.01% 

64.96% 
73.75% 
68.47% 
81.59% 
59.23% 
68.12% 
82.97% 
72.38% 
71.34% 
74.44% 
80.62% 
68.82% 

62.35% 
75.15% 
65.83% 
78.22% 
51.30% 
67.96% 
82.90% 
72.72% 
69.18% 
68.39% 
78.95% 
69.78% 

61.72% 
75.88% 
67.93% 
82.43% 
53.76% 
71.38% 
84.04% 
71.14% 
66.57% 
69.16% 
79.17% 
70.30% 

61.07% 
75.23% 
67.96% 
79.68% 
57.91% 
71.35% 
83.81% 
69.58% 
65.35% 
73.84% 
78.18% 
69.55% 

73.07% 
76.78% 
72.23% 
80.38% 
67.71% 
71.11% 
89.25% 
77.75% 
80.45% 
74.25% 
83.04% 
71.56% 

71.21% 
77.17% 
70.26% 
82.64% 
61.70% 
70.98% 
88.71% 
76.67% 
80.32% 
74.26% 
82.37% 
70.46% 

Average 70.65% 72.22% 70.23% 71.12% 71.13% 76.47% 75.56% 
We developed a heuristic algorithm to automatically 
map a term to its variation. Our heuristic algorithm is 
a simplified version of the one we previously 
developed for mapping different variations of full-
forms [19]. A total of 3,155 questions that have 
assigned a total of 3,353 associated keywords were 
used to evaluate our keyword identification task. The 
question collection incorporates a total of 55,129 
words, and 13,060 noun phrases identified by 
MMTx. We also evaluated by Recall, Precision, and 
F-score. Here Recall is the number of correctly 
predicted keywords divided by the total number of 
assigned keywords, and Precision is the number of 
correctly predicted keywords divided by the total 
number of predicted keywords.

5. Results and Discussion 

Table 2 shows the SVMs results for automatically 
classifying an original clinical question into the 
general topics. Our results show that history was the 
topic most difficult to identify, while 
pharmacological had the best classification. As was 
expected, the more questions available for training, 
the better the performance. Using bag-of-words as 
feature, the average F score was 70.65%. We 
explored different feature combinations. Our results 
show that stemming enhanced the performance 
(+1.57%), while feature selection slightly decreased 
the performance (-0.42%). We found that bigrams 
slightly enhanced the performance (+0.47%), with a 
slight further enhancement from POS (+0.01%). The 
UMLS concepts and semantic types had the highest 
performance increase which is statistically significant 
(the two-tailed P value is less than 0.0001 comparing 
to bag-of-words); the combined features led to the 
highest F score—76.47%. Interestingly, when the 
features included bag-of-words, bigrams and the 
UMLS concepts and semantic types, POS decreased 
the overall performance (-0.91%). 
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Keyword identification is a challenging task, as we 
see the baseline (randomly selecting words) had an F-
score of only 11.4%. Noun phrases helped to increase 
the performance to 17.6%—still very poor. We found 
a significant increase (+12%) in performance when 
the IDF prioritization was introduced. After domain-
filtering, meaning that we only include a term as a 
keyword if the term can be mapped to the UMLS 
concept, we obtained the highest performance 
(53.8%) in unsupervised approaches. Both supervised 
machine-learning approaches outperformed 
unsupervised ones. The CRFs outperformed logistic 
regression, although not statistically significant (t-
test). On the other hand, CRFs outperformed the best 
unsupervised approach UMLS+IDF (t-test, p<0.01), 
increasing 4.2% in F-score. 

Table 3: Performance of keyword extraction. “IDF” indicates 
keyword prioritization with IDF value; otherwise a random 
selection of keywords is applied. “UMLS concept” indicates we 
only use the text as keyword if the text can be mapped by MMTx 
to a UMLS concept. We experimented with selecting all UMLS 
concepts and then prioritization with IDF value. We also report the 
results of logistic regression and conditional random fields. 

Precision Recall F
Random words 
Noun phrase  
Noun phrase+IDF 
All UMLS concepts 
UMLS concept+IDF 
Logistic regression 
Conditional random fields 

11.2% 
16.5% 
28.0% 
17.5% 
44.3% 
68.7% 
67.6% 

11.6% 
18.9% 
31.4% 
95.0% 
68.6% 
46.0% 
50.8% 

11.4% 
17.6% 
29.6% 
29.5% 
53.8% 
55.1% 
58.0% 

Error analysis showed that there are mainly two 
factors that contributed to the disagreement with the 
keywords. First, we found inconsistency in keyword 
assignment. For example, the question “is cow's milk 
a risk for mad cow disease?” was assigned only the 
keyword “milk,” while our system correctly 
identified “mad cow disease” as another keyword. 
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We also found disagreement in keyword 
composition. For example, the question “what are the 
clinical signs of neonatal myasthenia gravis?” were 
assigned two keywords “myasthenia gravis” and 
“neonatal” while our system extracted only “neonatal 
myasthenia gravis.”
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