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Abstract
Health related quality of life (HRQOL) is an im-
portant variable used as a risk factor for prognosis 
and as an outcome in clinical studies and for qual-
ity improvement. We explore the use of a general 
purpose natural language processing system 
(Metamap) in combination with Support Vector 
Machines (SVM) for predicting patient responses 
on standardized HRQOL assessment instruments 
from the text of physician’s notes. We surveyed 669
patients in the Mayo Clinic diabetes registry using 
two instruments designed to assess functioning: 
EuroQoL5D and SF36/SD6. Clinical notes for 
these patients were represented as sets of medical 
concepts using Metamap. SVM classifiers were 
trained using various feature selection strategies. 
The best concordance between the HRQOL instru-
ments and automatic classification was achieved 
along the “pain” dimension (positive agreement –
.76, negative agreement – .78, kappa – .54) using 
Metamap. We conclude that clinician’s notes may 
be used to develop a surrogate measure of patient’s 
HRQOL status.     

Introduction

Patient’s health related quality of life (HRQOL) 
is an important variable used both as a risk factor 
for prognosis and as an outcome in clinical studies 
and quality of care initiatives. Typically, HRQOL
information is collected directly from patients 
using standardized survey instruments including 
questionnaires and visual analog scales. Adminis-
tering these instruments is a time consuming proc-
ess not practical in an already time constrained 
clinical encounter. Furthermore, their clinical use is 
subject to responsiveness bias and is not easily 
linked to the patient encounter permitting efficient
measurement of patient-reported outcomes longitu-
dinally. In addition, it is not practical to collect 
HRQOL information for large populations. Physi-
cian reports contained in the Electronic Medical 
Records (EMR) may serve as an alternative source 
of HRQOL information but require natural lan-
guage processing (NLP) technology to extract this 
information and currently have not been validated 
for this purpose. 

Materials and Methods

 Participants : We have previously reported the 
results of the UNITED Planned Care Trial; clinical-
trials.gov: NCT00421850, a population based ran-
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domized controlled trial assessing the value of 
virtual consultations in the care of patients seen in 
primary care for diabetes.1 The Mayo Foundation 
Institutional Review Board approved the study 
procedures and all patients participating gave writ-
ten informed consent and research authorization. 

The patient population for this trial was repre-
sentative of the six primary care family and internal 
medicine practices affiliated with Mayo Clinic, a 
large academic medical center in Rochester, Olm-
sted County, Minnesota, USA. Mayo Clinic pro-
vides primary care to local residents, including 
over 5000 patients with diabetes (approximately 
6% of the population) whose characteristics are 
similar to those of US non-Hispanic whites.2

HRQOL Assessment Instruments: To assess the 
functional health status of participating individuals 
we mailed the EuroQoL5D (EQ5D) and the Medi-
cal Outcomes Study Short Form (SF36) to 669 
patients upon first referral for randomization to 
receive virtual consultations (recruitment dates July 
2001- December 2003).  A second mailing fol-
lowed 3 weeks later to non-responders with an 
overall response rate of 67% (n=447).

The EQ5D measures functional health status on 
three levels along 5 dimensions: pain, mobility, 
usual activities, self-care and depression/anxiety.
The SF36 consists of 36 questions and 8 domains.  
Both instruments have been extensively validated 
in diverse population groups with chronic disease
to include diabetes.3, 4 In addition, Brazier et al 
have validated an SF6D index collapsing the 36 
questions from the SF36 to similar dimensions as 
the EQ5D.5 The six dimensions  for the SF6D are 
physical functioning (6 levels) corresponding to 
EQ5D mobility, role limitations (4 levels)  and 
social functioning (5 levels) corresponding to 
EQ5D usual activities, pain (6 levels) correspond-
ing to EQ5D pain/discomfort, mental health (5 
levels) corresponding to EQ5D depression/anxiety, 
and vitality (5 levels) without an EQ5D counter-
part. Both the EQ5D and the SF6D are two of the 
most widely used measures for choice-based meth-
ods for valuation of health states.6-8 

The Likert-style scales of the EQ5D and SF6D 
indexes were dichotomized into “normal” and 
“abnormal” categories for the purposes of this 
study. We experimentally determined cut-points to 
distinguish between responses indicating “normal” 
and “abnormal” functioning by plotting the distri-
bution of the multi-valued responses along each 
ceedings Page - 545



dimension and then manually finding a point that 
bisects the data into roughly equal proportions.

Clinical Notes and Mayo Clinic EMR: Mayo 
Clinic providers have been documenting each pa-
tient encounter electronically since 1994.  Cur-
rently clinical notes are either self entered or 
dictated and stored in electronic format (Mayo 
Clinic EMR) comprising a dataset of over 25 mil-
lion in-patient and out-patient notes. These notes 
are in compliance with the American National 
Standards Institute Clinical Document Architec-
ture, a for clinical documentation.9 All clinical 
notes for the 447 patients dictated between July 
2001 and September 2004 were used in this study.

Machine Learning: We used a Support Vector 
Machine (SVM) classifier to predict patients’ re-
sponses along the EQ5D and SF6D dimensions. An 
SVM is set of automatic classification algorithms 
used in medical text categorization.10-14 SVMs 
classify text by “learning” the optimal shape of a 
multi-dimensional partition that separates the data
points into two categories.15 The partition is itera-
tively fitted to an abstract multi-dimensional space 
where each dimension is represented by a predic-
tive feature. Thus an SVM in principle is similar to 
a neural network15-17 where the goal is to find the 
most optimal analytical solution that maps an input 
pattern of predictive covariates to the correct cate-
gory in the output. For this study, we used a 
WEKA SVM implementation of the sequential 
minimal optimization algorithm (SMO) classifier18

with the default parameter settings – attribute nor-
malization, polynomial kernel with exponent of 
1.0, and complexity of 1.0. No parameter optimiza-
tion was performed for this study.

Feature extraction: As with most machine 
learning approaches, SVMs require training data 
where each training sample consists of a set of 
predictive features and is labeled with the correct 
category the SVM is expected to “learn.” We ex-
perimented with two types of predictive feature 
representation. The first type relied on a simple 
“bag-of-words” method where the text of clinical 
notes was parsed into single words and each unique 
word occurring more than three times in all sam-
ples was used to represent the vocabulary of pre-
dictive features. In addition to the frequency cutoff 
of 3, we used a list of 134 “stopwords.” The stop-
words included function words (e.g., a, the, on, in, 
is, that, etc.) frequently removed from the predic-
tive feature space in text categorization problems. 
The second type relied on representing each clini-
cal note as an unordered set of medical concepts (a 
“bag-of-concepts” approach). To identify medical 
concepts we used the publicly available implemen-
tation of Metamap (MMTx-2.4b). Metamap is a 
general purpose NLP system developed at the Na-
tional Library of Medicine for biomedical applica-
tions19, 20. It operates by identifying noun, verb and 
prepositional phrases with the help of a minimal 
AMIA 2008 Symposium Pr
commitment parser21  and bringing lexical and 
morphological variants of medical terms to a stan-
dard form. It also uses linguistic principles to map 
the different types of phrases to the Unified Medi-
cal Language System (UMLS) Metathesaurus. The 
latter represents a system of vocabularies, nomen-
clatures and ontologies (e.g., multiple revisions of 
the International Classification of Diseases (ICD), 
Systematized Nomenclature of Medicine – Clinical 
Terms (SNOMED-CT), and RxNorm among over 
100 other sources). For this study we maintained 
the default settings on Metamap and set the confi-
dence score to 900, thus the text of clinical notes 
would only be mapped to concepts if Metamap was 
“confident” about the accuracy of the mapping.

Feature selection: The feature extraction meth-
ods described in the previous section result in very 
large numbers (> 10,000) of predictive features. 
Reducing the feature space to non-redundant fea-
tures results in improved classification accuracy 
and helps avoid overfitting of the classifiers.22 In 
this study, we experimented with a hybrid method 
for selecting predictive features that combines two 
existing methods: Correlation-based Feature Subset 
(CFS) and Information Gain (IG). 

The CFS method uses a heuristic to evaluate the 
merit of feature subsets with respect to classifica-
tion categories and the correlation between the 
features. While this method tends to produce accu-
rate classifiers, it does require considerable time for 
computation with very large feature spaces. Infor-
mation gain of a predictive feature can be defined 
as the difference between the amount of informa-
tion necessary to specify the outcome without any 
predictor variables and the amount of information 
contributed by the feature.15 The greater the infor-
mation gain of a predictor, the more discriminative 
power the predictor will have in the classifier. The 
advantage of the IG feature selection method is its 
efficiency necessary when working with large 
feature spaces. We experimented with the IG selec-
tion method by itself and in a cascade with the CFS 
method where we first select 1000 features with the 
highest information gain values and then further 
reduce this subset to a much smaller (< 200) subset 
using the CFS approach.

Automatic Classification: We experimented
with two feature extraction and two feature selec-
tion methods in addition to the baseline with all 
features present. Thus, we trained and tested a total 
of six SVM classifiers for each dimension of the 
two HRQOL instruments resulting in a total of 66 
classifiers. 

Manual Classification: In addition to the auto-
matic classifiers, we categorized medical records of 
169 randomly selected patients from the group of 
447 using two human experts with experience in 
diabetes care – an endocrinologist and a Diabetes 
Electronic Management System liaison (S.S. and 
P.H.). The reviewers manually examined patient 
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records and classified them along the five EQ5D 
dimensions. This classification was performed to 
isolate the effects of the algorithms from the effects 
of the information contained in the text of clinical 
reports as detailed further in the Results and Dis-
cussion section. 

Statistical Methods: Our evaluation is based on 
the comparison between the classifications pro-
duced by SVMs and the patient responses to the 
questions in the HRQOL assessment instruments. 
Since neither one can be considered a reference 
standard, we report the results in terms of agree-
ment rather than sensitivity and specificity. Kappa 
statistic is a standard for measuring agreement; 
however, it has been shown to be sensitive to im-
balances in the marginal totals of comparisons
involving two categories,23 which is the case in this 
study. Positive and negative agreement measures 
have been proposed as a way to ensure the correct 
interpretation of kappa values24 and have been used 
previously to assess the agreement between patient 
reported information and the medical record.25 The 
positive agreement (Ppos) is a ratio of the concor-
dances in positive responses (TP) to the difference 
between the concordances in positive (TP) and 
negative (TN) responses added to the total number 
of samples according to the formula in (1):

(1)
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The negative agreement (Pneg) is a ratio of the 
concordances in negative responses (TN) to the 
difference between the concordances in positive 
(TP) and negative responses (TN) subtracted from 
the total number of samples according to the fol-
lowing formula in (2):
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The negative and positive agreement were calcu-
lated based on the averaged results obtained with 
10-fold crossvalidation, a standard technique for 
evaluating automatic classifiers.15

The agreement between multi-level patient re-
sponses on EQ5D and manual record review was 
computed using the intra-class correlation coeffi-
cient (ICC). Following Shrout and Fleiss26 a two-
way ANOVA method based on average measures 
was used to compute the ICC.

Results and Discussion

Cut-points for HRQOL Instruments: We di-
chotomized the scales in this manner to reduce the 
number of categories for machine learning in this 
preliminary investigation. The distribution of the 
Likert-scale values for SF6D and EQ5D indexes is 
shown in Table 1 and Table 2. The values in bold-
face font indicate the cut-points where, for exam-
ple, for the Pain dimension in Table 1, we will 
consider scale values of 1 and 2 as “normal” while 
the rest – “abnormal.” The Self-care dimension in 
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Table 2 has the value of 1 for 92% of the patients, 
indicating that there are not enough “abnormal” 
samples for this dimension to be used in the evalua-
tion of the SVM algorithms. Thus we excluded this 
dimension from further analysis.

Table 1 Distribution of patient responses on SF6D 
composite index along six HRQOL dimensions

SF6D dimension (N=447)

Scale Phys Role* Soc^ Pain Ment^ Vital^

1 .15 .49 .59 .17 .30 .03
2 .39 .19 .20 .25 .32 .34
3 .24 .12 .14 .26 .30 .36
4 .09 .20 .05 .19 .06 .18
5 .10 N/A .01 .12 .02 .10
6 .03 N/A N/A .00 N/A N/A

*Dimension has 4 levels, ^Dimension has 5 levels

Feature Extraction: We retrieved 24,744 clini-
cal notes for the 447 study participants and con-
verted them to bag-of-words and bag-of-concepts 
feature vectors. The bag-of-words feature space 
consisted of 27,403 words, while the bag-of-
concepts space consisted of 10,735 concepts.

Table 2 Distribution of patient responses on EQ5D 
composite index along five HRQOL dimensions

EQ5D dimension (N=447)

Scale Mobil Self Usual Pain Depres
1 .58 .92 .63 .29 .63
2 .41 .08 .35 .68 .36
3 .00 .00 .01 .04 .02

Feature Selection: The IG feature selection 
method was set to produce a fixed number of fea-
tures – top 1000. Subsequent application of the 
CFS method resulted in further reduction. The sizes 
of feature subsets are displayed in the shaded areas 
of Table 3 and Table 5. 

Agreement for automatic classification: The 
agreement statistics for each of the classifiers in 
this study are shown in Table 3 and Table 5. On 
average, across all 6 dimensions of SF6D, the bag-
of-concepts method with CFS feature selection has 
the best agreement (k = .52) with patients’ re-
sponses of the other methods. The best agreement 
is achieved along the Pain (k = .54) and the Mental
(k = .60) dimensions. Furthermore, the positive and 
negative agreement along these two dimensions is 
more balanced than, for example, along the Role
dimension where Kappa is relatively high (k = .50) 
but the positive agreement is .15 higher than the 
negative agreement. This imbalance indicates that 
the classifier was concordant on “normal” HRQOL
samples but discordant on many of the “abnormal” 
samples.

The results of agreement with EQ5D are similar 
to those for SF6D with respect to the distinction 
between the bag-of-words and the bag-of-concepts 
approach. The results are not as clear with respect 
to the feature selection methods. The results in 
Table 5 indicate that agreement is generally better 
Proceedings Page - 547



with the bag-of-concepts approach (k = .52 vs. k = 
.42). However, while the CFS feature selection 
method showed a substantial improvement over the 
baseline (k = .48 vs. k = .23), it performed worse 
than the IG method by .04. This is due to the fact 
that the classifier trained using the CFS method had 
a very high level of agreement on the “abnormal” 
samples (Pneg = .87) but a much lower agreement 
on “normal” samples (Ppos = .46). The best agree-
ment is achieved with the IG method along the 
Pain dimension (k = .63, Ppos = .74, Pneg = .88). 
The worst agreement is found along the Depression
dimension (k = .47, Ppos = 84, Pneg = .82). 

Table 3 Agreement between HRQOL dimensions of 
the SF6D index and SVM classification of clinical 
notes

Feature extraction Method
Bag-of-words Bag-of-concepts

Feature selection Method
Dimension NFS IG CFS NFS IG CFS

Pain 87* 134
Kappa .28 .38 .42 .20 .44 .54
Ppos .60 .67 .69 .55 .70 .76
Pneg .68 .71 .72 .65 .73 .78
Physic. 96 127
Kappa .33 .31 .47 .34 .45 .49
Ppos .73 .72 .80 .72 .77 .80
Pneg .58 .58 .66 .62 .68 .68
Role. 85 118
Kappa .22 .33 .43 .16 .40 .50
Ppos .79 .80 .85 .76 .83 .87
Pneg .42 .52 .56 .39 .57 .62
Viality 114 124
Kappa .11 .39 .45 .13 .58 .47
Ppos .39 .63 .67 .46 .75 .63
Pneg .71 .75 .77 .67 .83 .84
Social 89 119
Kappa .19 .36 .40 .29 .39 .50
Ppos .71 .77 .80 .75 .77 .83
Pneg .46 .58 .59 .53 .61 .66
Mental 107 162
Kappa .12 .53 .50 .09 .52 .60
Ppos .74 .85 .85 .71 .85 .88
Pneg .36 .68 .65 .37 .66 .71
Mean 
Kappa .21 .38 .45 .20 .46 .52
*
 Number of predictive features selected by the CFS algorithm

Agreement with manual classification: The 
agreement results are presented in Table 4. The 
inter-rater agreement between SS and PH is in the 
“good” category26 for Pain, Usual Activities and 
Depression dimensions; however, the agreement is 
only “moderate” on Mobility. The comparison with 
EQ5D responses shows that SS (physician) has 
lower agreement with patient responses along the 
Mobility dimension than does PH (non-physician)
likely due to SS classifying fewer patients as hav-
ing mobility problems (Pneg = .59 vs. .71). The 
agreement along other dimensions is consistently in 
the “moderate” category. The negative agreement 
on the Pain dimension is higher that positive 
agreement indicating that both raters found more 
evidence for pain in the EMR than self-reported by 
patients. This is reversed on the other dimensions.
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Table 4 Agreement between HRQOL dimensions of 
EQ5D and manual classification of clinical notes

ICC (Ppos)(Pneg)
SS vs. EQ5D PH vs. EQ5D SS vs. PH

Pain .54 (.51)(.84) .57 (.48)(.85) .70 (.55)(.88)
Mobility .51 (.72)(.59) .63 (.73)(.71) .48 (.67)(.58)
Usual act .55 (.72)(.63) .55 (.72)(.64) .70 (.73)(.68)
Depress. .58 (.76)(.58) .63 (.74)(.67) .74 (.80)(.71)

Several key observations can be made based on 
the results of this study. First, both manual and 
automatic classification approaches resulted in 
“moderate” agreement with patient responses. This 
finding indicates that care providers’ assessment of 
the patient’s quality-of-life characteristics differs 
from the patients’ own perceptions. However, our 
results also indicate that using physician’s clinical 
notes as a surrogate measure of patient’s HRQOL
works reasonably well for the Pain dimension.

Table 5 Agreement between HRQOL dimensions of 
the EQ5D index and SVM classification of clinical 
notes

Feature extraction Method
Bag-of-words Bag-of-concepts

Feature selection Method
Dimension NFS IG CFS NFS IG CFS

Pain 112* 112
Kappa .17 .45 .48 .25 .63 .36
Ppos .35 .62 .63 .44 .74 .46
Pneg .80 .83 .84 .80 .88 .87
Mobility 106 123
Kappa .22 .36 .47 .26 .48 .55
Ppos .73 .76 .81 .73 .80 .84
Pneg .48 .59 .65 .52 .67 .70
Usual act. 114 86
Kappa .08 .53 .33 .32 .49 .55
Ppos .95 .97 .82 .79 .84 .87
Pneg .12 .56 .49 .51 .65 .68
Depression 64 123
Kappa .13 .34 .40 .07 .48 .47
Ppos .75 .79 .83 .70 .84 .84
Pneg .36 .54 .55 .37 .63 .62
Mean
Kappa .15 .42 .42 .23 .52 .48
*
 Number of predictive features selected by the CFS algorithm

Both EQ5D and SF6D instruments had consis-
tently better agreement along this dimension with 
the automatic classifiers trained on clinical notes. 
This may be due to the fact that physical pain is a 
highly salient characteristic for the patient and 
probably tends to be reported and assessed during 
an office visit more frequently and in more detail 
by the clinician than other aspects of patient func-
tioning.  The two instruments seem to differ with 
respect to the Depression/Mental dimensions, 
where SF6D has a much better agreement with 
automatic classifiers than EQ5D. This may be due 
to the more detailed nature of the SF-36 question-
naire that incorporates questions that may be more 
sensitive in eliciting patient’s anxiety or depres-
sion.

We do not assume that it is optimal to have per-
fect agreement between patients’ responses to func-
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tional assessment instruments and the clinician’s 
subjective assessment of characteristics such as 
pain, depression and patient’s social and usual 
activities. While clinician notes may not contain 
comprehensive information on the patient’s func-
tional status, we use the notes as a starting point in 
this research to explore patient-physician commu-
nication regarding HRQL, its documentation and 
use of NLP to predict patient outcomes.

Another future direction is to examine func-
tional status stability over time. Our current meth-
odology relies on pooling the information from a 
number of patient visits prior to a certain point in 
time (index visit). 

Conclusions

Our results indicate that using the bag-of-
concepts approach to feature extraction from the 
text of clinical reports that relies on the Metamap 
for concept identification is advantageous over the 
baseline bag-of-words technique. We also find that, 
using a cascade of the IG and the CFS feature se-
lection produces better results with the exception of 
the EQ5D pain dimension. Our preliminary find-
ings indicate that clinician’s notes may be used to 
develop automated surrogate measures of HRQOL
status, but this requires further investigation. 
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