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ABSTRACT

To date there is no single shared property of the various physical and chemical
agents that elicit the g-curve to account for its form, leading to the proposition that
hormesis is a consequence of the nonspecificity of adaptive responses. It is argued
that adaptive responses to toxic agents may be expected to follow the S-curve. Four
kinds of examples are reviewed (enzyme activity, sequestration and repair, and repro-
ductive and homeostatic responses) that corroborate this proposition. The home-
ostasis example (incorporating homeorhesis) is considered in more detail, using the
author’s published hydroid experimental growth data, to show that both the «-and
B-curves are satisfactorily explained in this way. Many cousider that hormesis is merely
due to regulatory overcorrections, butitis proposed thatitis a consequence of adap-
tations of the rate-sensitive growth control mechanism (homeorhesis) to sustained
levels of inhibition to which the growth control mechanisin adapts. In response to
low levels of inhibition, upward adjustment of preferred growth rates confers greater
resistance to inhibition, with growth hormesis as a camulative byproduct.

Key Words: hormesis, dose-response curve, a- and f-curves, adaptive responses,
growth control, acquired tolerance

INTRODUCTION

Hormesis means “a stimulatory effect of subinhibitory concentrations of any toxic
substance on any organism” (Southam and Ehrlich, 1943). The tern has been over-
taken in recent vears by a more general term, which brings a different perspective to

Iam grateful to Professor Michael Moore and to Dr. David Livingstone for helpful discus-
sion and advice. I also give thanks to Plymouth Marine Laboratory for their continuing
support through the award of an Honorary Fellowship. 1 also appreciate the invitation
given to me by Professor Ed Calabrese to write Lhis analysis of hormesis and its causes.
Address correspondence to A.R.D. Stebbing, Plymouth Marine Laboratory, Prospect
Place, Plymouth, Devon, United Kingdom. Tel: 0044-1752 633100. E-mail: ards@
pmlac.uk

493



A. R. D. Stebbing

the question, “What is hormesis?” Hormesis is now encompassed within the f-curve
(Townsend and Luckey, 1960), and examples are expected to satisty the quantita-
tive criteria defined by Calabrese and Baldwin (1997). The B-curve is a biphasic
concentration—effect curve in which “hormesis” is the stimulatory phase, which is
succeeded at higher concentrations by an inhibitory phase.

There is reason to consider first the wider interpretation of hormesis implicit
in the adoption of the B-curve. Several authors have noted in recent years the in-
adequately defined mechanisms to account for hormesis (Appleby, 1998; Forbes,
2000; Morré, 2000; Gentile, 2001; Sutar, 2001). Implicit in the adoption of the
B-curve is the assumption that an interpretation of hormesis should encompass the
entire biphasic relationship, including the inhibitory phase. Calabrese and Baldwin
(2003) have noted recently that researchers have neglected the transition between
stimulatory and inhibitory phases of the f-curve.

Ambiguity of the 3-Curve

One kind of g-curve involving growth needs to be differentiated from the rest.
When considering the Law of Optimal Nutritive Concentration, Bertrand (1962)
demonstrated that growth maxima identified the optimal range of micronutrient
concentration (Fig. 1) between the low levels that cause deficiency and the high
levels that cause toxicity (Mertz, 1981). Luckey and Stone (1960) pointed out the
difficulty of differentiating between the stimulation of growth due to a toxicant
and the maximization of growth due to optimal micronutrient concentrations. The
similarity of these two concentration—eftect curves is that at higher concentrations
both curves indicate the toxicity of the chemical agent. The difference lies in the fact
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Figure 1. Optimal nutritive concentration of boron (mg) for pea plants (g dry weight) as
- demonstrated by their growth maximum (after Bertrand, 1962).
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that the Law of Optimal Nutritive Concentration relates to micronutrients, whereas
hormesis is due to xenobiotics, foreign to biological systems. In some instances toxic
agents like copper may also be micronutrients, but it becomes clear that at least two
mechanisms can produce a f-curve. Examples of hormesis relate primarily to agents
that are known for their toxic properties and are not micronutrients.

Possible Interpretations of Hormesis

A large quantity of data is available that exhibits both hormesis and the f-curve
(see reviews by Calabrese and Baldwin, 1998, 2001a, 2001b). By deduction alone,
some progress can be made in narrowing the possible interpretations. Such a wide
range of chemicals elicit hormesis that we must ask whether there is some effect that
hormetic agents share that they should have such similar biological consequences?
The agents that elicit hormesis include all the major groups of chemicals, and also
some physical agents (e.g., radiation). Yet apparently there exists no single shared
property of these agents that can account for their stirnulatory effects.

The lack of chemical specificity of agents causing the B-curve is illustrated us-
ing data from experiments with copper (Fig. 2A) and reduced salinity (Fig. 2B)
(Stebbing, 1981A)—two quite different agents that have nothing chemically in
common. In one instance the inhibitory stress is imposed by the dilution of fully
saline water and in the other by increasing the concentration of copper. Hormesis is
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Figure 2. The developient of Scurves over time in response to dissiinilar agents: (A) the
effects of copper (ug/1) and (B) reduced salinity (% seawater by volume) on the
colony growth of the hydroid Laomedea flexuosa over time in days (after Stebbing,
1981a). -

Nonlinearity in Biology, Toxicology, and Medicine. Vol. 1, No. 4, 2003 495



A.R. D. Stebbing

paradoxically caused by lesser dilutions in one case and higher concentrations in
the other. This suggests that hormesis is not related to the specific properties of its
causal agents, but to some biological response that they each elicit.

This leads to the proposition that the generality of hormesis appears to be a
function of the nonspecificity of some adaptive biological responses. While there
are specific biological responses to particular chemicals, generalized responses
are equally important, but are often overlooked. Nonspecific responses to
stress are preadaptive in providing the means to counter the effect of a xenobiotic
new to the organism because, for example, its response may be primarily to a growth
inhibition rather than to a metal. Such a biological interpretation of hormesis is
more likely to account for the shared responses to unrelated physical and chemical
agents. ‘

The g-curve is defined by three points (see Fig. 3). The first is the point at which
the B-curve originates (i.e., 100% level or growth rate of the controls), represent-
ing the lowest concentration that has no detectable biological effect. The second
point is that at which stimulation of the adaptive process is greatest (~30-60%
greater than the controls). Finally, the third is the point at which the inhibitory ef-
fect is greatest, representing the complete inhibition of the process or lethality, as
concentrations become toxic. Any curvilinear relationship joining these points will
create what we would accept as the fcurve, first described by Townsend and Luckey
(1960) and quantitatively defined by Calabrese and Baldwin (1997). The down-
ward arm of the f-curve, as given in hypothetical form by Townsend and Luckey
(1960) and shown here (see points 2 and 3 in Figure 3), is reflected in much exper-
imental data (Stebbing, 1982; Calabrese and Baldwin, 2001b), indicating a linear

Effect
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Figure 3. Hypothetical concentration—effect curve identifying the defining points (1 to 3)
that characterize the B-curve. See text for further discussion.
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continuum in the response curve. This implies that hormesis, or the stimulatory
phase, is continuous with the inhibitory phase; a continuity that should be reflected
in any hypothesis to account for the S-curve.

One may go further and argue, a priori, that any adaptive response to toxic agents
will be stimulated first on reaching a threshold of detection by the organism (point 1,
Fig. 3). The response will reach a maximum (point 2) such that no increase in
concentration will elicit any greater response. The descending arm of the fS-curve
is due to the inhibition of the adaptive response by higher concentrations as their
effect becomes more toxic (point 3). Adaptive responses to toxic inhibition must
be stimulated by exposure to sublethal levels before then being inhibited as lethal
concentrations are reaclied. On this basis alone it is to be expected that adaptive
responses to toxic agents will follow the g-curve.

Examples of Adaptive Responses to Toxic Stress

The extent to which this proposition is true among adaptive responses to various
physical and chemical agents can now be examined. What biological systems respond
adaptively to toxic stress, and do their concentration—etfect relationships follow the
B-curve? Four kinds of examples will be used to briefly explore the generality of
adaptive responses and the S-curve.

1. Enzyme Activity

Consider those responses related to the sequestration or degradation and excre-
tion of xenobiotic chemicals. For example, the mixed function oxidase system medi-
ates the transformation of many organic compounds, and may be induced by PAHs
and PCBs. The activity of transformation enzymes tvpically increases with substrate
concentration, following Michaelis-Menton kinetics, until a maximum saturation
point is reached (Fig. 3, point 2). Substrate inhibition follows, which is more rapid
if the substrate is toxic (Fig. 3, point 3). Thus, any enzyme system that degrades
xenobiotics may be expected to follow the g-curve.

One example is provided by a Ivsosomal hydrolase in hvdroids exposed to metals
(Moore and Stebbing, 1976). N-acctyl-f-p-glucosaminidase was used as an indicator
of hydrolase activity. Lysosomes have a role in metal sequestration and lysosomal
hvdrolases are involved in autolysis caused by toxic inhibition of growth. At low
concentrations enzvine activity is induced, which increases with metal concentration
to a level 50-150% higher than the controls. Thereafter, {urther increases in metal
concentration inhibit both growth and cuzyme activitv. The example given is for
mercury (Fig. 4). Similar biphasic curves were also found in experiments with copper
and cadmium (Moore and Stebbing, 1976).

Morré (2000) describes a multifunctional ubiquinol oxidase, with protein
disulphide—thiol interchange activity at the cell surface, abbreviated as NOX. This
activity correlates with the rate of cell enlargement. Both cell growth and NOX activ-
ity are stimulated by low concentrations of a number of cheimicals that are inhibitory
at higher concentrations, exhibiting the g-cuuve.
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Figure 4. Concentration—effect curves showing the effect of mercury on the hydroid
Laomedea flexuosa. Glucoseaminidase reactivity (O) shows the g-curve and specific
growth rate (e) the a-curve. Triangles indicate threshold of significant difference
from the controls (from Moore and Stebbing, 1976).

2. Sequestration and Repair

Metallothioneins have a metal-binding function in normal metabolism that detox-
ifies xenobiotic metals (e.g., Cd and Hg). Low metal concentrations induce metal-
lothionein production, but inevitably, at toxic concentrations, production is inhib-
ited. Heat shock proteins (hsp) are generalized stress proteins that are induced by
toxic chemicals, including metals. They have a role as molecular chaperones, bind-
ing to partially denatured proteins and helping them to reconfigure and regain their
activity (Parsons, 2000). With progressive stress loading, it is to be expected that the
production of metallothioneins and hsp is first stimulated by the uptake of metals
and then inhibited by them as the level of toxic stress overwhelms the cell, resulting
in the B-curve.

Damelin and co-workers (2000) conducted an in vitro study of metal cytotoxicity
using McCoy mouse cells in culture. They have shown increased cellular activity at
low concentrations and reduced activity at high concentrations, in what the authors:
describe as a series of “composite curves.” The overall concentration—effect curves
for various metals strikingly resemble one another, exhibit hormesis, and approxi-
mate the B-curve. Cellular activity coincided with the production of high levels of
HSP 70 and metallothionein. These correlated adaptive responses to low metal levels
constitute part of the enhanced cellular activity that sequesters metals and repairs
damage to proteins. At higher concentrations cell activity and the adaptive responses
are inhibited, giving the overall pattern of the B-curve. Such curves and their corre-
lates may well be composites of a number of such curves for different indices and
responses of varying sensitivities, as envisaged by Depledge and co-authors (1993).
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3. Reproductive Responses

At the organismal level, one example of an adaptive response to stress in hydroids
involves a switch from asexual to sexual reproduction that exhibits a biphasic re-
sponse. Hydroid colonies divert colony growth from feeding modules (hydranths)
to reproductive modules (gonozooids) (Stebbing, 1981b). The gonozooids produce
sexual planktonic medusae, so more gonozooids in a colony represents a greater in-
vestment in the benefits of dispersal and in sexual reproduction. Meiosis results
in greater genetic variety, providing increased scope for selection and evolutionary
adaptation. Data exhibiting biphasic curves are given from an experiment showing
increases in gonozooid frequency in relation to reduced salinity over time (Fig. 5).
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Figure 5. The effects of reduced salinity on the colonial membership of the hydroid Laomedea
Jfexuosa. Successive curves show the development of a biphasic curve in the in-
creased frequency of gonozooids (as % of total colony members) as a generalized
response to stress (from Stebbing. 1981¢).
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This adaptive behavioris due to a switch of growth energy from the production of one
type of module to another and occurs independently of overall colony growth. The
response is nonspecific and is elicited by various stress factors (metals, organomet-
als, polluted environmental water samples), such that the stimulation of gonozooid
frequency can be considered a generalized adaptive response to stress. Once again,
the response with time comes to resemble closely the B-curve.

4. Homeostatic Responses

There is considerable interest in the proposal that homeostasis is responsible for
hormesis (Hickey and Bowers, 1985; Fabrikant, 1987; Calabrese, 1999, 2001; Skov,
1999; Chapman, 2001; Gentile, 2001; Sutar, 2001). Homeostatic mechanisms are typ-
ically considered reéponsible for maintenance of constancy, but emphasis is given
here to their active resistance to perturbation due to toxic agents. Homeostasis de-
pends on feedback mechanisms (von Foerster, 1958), which have their theoretical
basis in cybernetics (Milsum, 1966). There are three characteristics of such mecha-
nisms that suggests they may account for the g-curve:

a. Homeostatic mechanisms provide a nonspecific response to toxic inhibition and
counter perturbation to controlled processes, thus neutralizing the effects of
toxic stress, irrespective of their specific causes. This is because feedback mecha-
nisms sense and respond to perturbation of the process they control and not to
the causal agent responsible, which accounts for the generality of homeostatic
responses.

b. Homeostatic adjustment is typically imprecise and delayed by a time lag as infor-
mation cycles the feedback loop. The response does not neutralize precisely or
immediately any deviation from the preferred state or rate, so in reality it is not
the perfect neutralization implied earlier. With each cycle of the feedback loop,
sensed information and preferenda are compared and the error between them is
minimized. Due to delays in the feedback loop, there is repeated undercorrection
and overcorrection following perturbation, through a sequence of oscillations of
decaying amplitude before, errors are minimized and equilibrium is restored.

c. Where external forces perturb physiological processes, they are countered by
homeostatic responses of the opposite sign, thereby stabilizing controlled pro-
cesses. Thus, an inhibitory perturbation is countered by a stimulatory response.
The stimulation is typically hidden as a neutralizing counter-response, but be-
comes most evident as relaxation stimulations that follow the sudden removal of
an inhibitory load, which is apparent for the duration of the lag in the feedback
mechanism (Stebbing, 1981a).

These properties, and the ubiquity of homeostasis in biological systems, make it a

likely candidate for interpretation of many instances of hormesis. This interpretation
is not new (Stebbing, 1981a), and hormesis and homeostasis have long been linked

500 Nonlinearity in Biology, Toxicology, and Medicine. Vol. 1, No. 4, 2003



Hormesis, Tolerance, and Adaptive Responses

(Hickey and Bowers, 1985). Hormesis is often referred to as a consequence of some
aspect of homeostasis, specifically as overcorrection (Stebbing, 1981a, 1982, 1987)
or imbalance (Skov, 1999), as overcompensation (Calabrese, 2000) or as overshoot
(Giesy, 2001).

Among the examples of adaptive responses to toxic stress just given, we see in
the simplest interpretation responses that are elicited by low levels of toxic agents,
which increase with concentration to match the load. But with increasing concentra-
tion, the response becomes overloaded and finally inhibited as toxicity increases. All
these examples could be said to illustrate homeostasis, using the wider meaning of
the term. However, where homeostatic control is represented via feedback mecha-
nism (s), its basic properties can be explored more explicitly to account for both the
a-and fB-curves.

In the simplest analysis a key principle of homeostasis (von Foerster, 1958) can
be adapted to interpret responses and effects of toxic load. Homeostasis with re-
spect to xenobiotic perturbation can be accounted as a toxic effect (£) that is the
sum of some inhibition (/) minus the homeostatic counter response ( R), such that
E = I — R. Where I = R, neutralization of the toxic inhibition is perfect, as at
subthreshold concentrations in the a-curve. Where I > R, overload occurs as the
capacity to neutralize inhibition is exceeded, resulting in the downward arm of
a- and B-curves. Where I < R there will be hormesis due to overcorrection. Once
more the B-curve is defined by three points (Fig. 3), where at point 1 the inhibitor
and counter-response are in equilibrium (J = R), at point 2 there is siimulation
due to overcorrection (I < R), and at point 3 there is inhibition due to overload
(I > R). Clearly any counter-response to inhibition is essentially stimulatory, but is
not observed as such when stimulation is obscured in neutralizing inhibition and ex-
pressed as the sum of /4 R (Stebbing, 2000a, 2000b). This leads to an interpretation
of the dynamics of growth homeostasis based on work with hydroids and a marine
yeast.

Homeostatic Interpretation of the a-Curve

It will be clearer to begin by providing a homeostatic interpretation of the -
curve {concentration—effect curve without hormesis) before proceeding to the g-
curve. Control of the growth rate in asexual reproduction bv budding of Hydra
(Stebbing and Pomroy, 1978) provides experimental data. First, the raw data are
shown as cumulative growth cuuves for Hydra at a range of concentrations of copper
(Fig. 6A). All growth is the product of mitosis (Dawkins, 1999), so asexual budding
as a unitary product of cell division can be considered a measure of growth. Growth
in the unstressed controls is exponential over the duration of the experiment (11
days), so specific growth rates are nearly constant. Cultures of those Hydra at low
concentrations grow at much the same rate as the controls, but, with increasing
concentration, cumulative growth becomes more depressed and, at the highest con-
centrations, growth is negative from the outset. These raw cuinulative growth data are
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Figure 6. The effects of copper on clonal populations of Hydra littoralis. The data from a
single experiment are shown in three forms: (A) cumulative growth curves of
populations increasing by asexual budding; (B) concentration of copper (ug/1)
in relation to mean specific growth rates for 11 days showing the threshold of
growth inhibition (*) of 4.0 ug/1; and (C) specific growth rates of populations (as
a percentage of the controls) calculated at intervals in time, to reveal the activity
of the control mechanism regulating growth (from Stebbing and Pomroy, 1978).
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neither informative about growth as a controlled process nor provide toxicological
insight.

The same data, as mean specific growth rates, plotted against copper concen-
tration, provide the concentration—effect curve, or the a~curve (Fig. 6B). This is
the form of data traditionally adopted by toxicologists to determine threshold con-
centrations. Here there is a well-defined threshold at 4.0 ug/1, but the ocurve itself
provides no indication as to the cause of the onset of inhibition at that concentration.

To reveal the output of a rate-sensitive growth control mechanism requires trans-
formation of these data. The three steps involved have been described in detail else-
where (Stebbing, 1981a, 1982, 1998). The first step is to calculate specific growth
rates [1/ N(dN/dt), where N is the number of Hydra] to provide a measure of growth
rate that is independent of population size. Such rates should be determined as
frequently as the precision of the data allow, providing definition to the temporal
oscillations that characterize the output of feedback mechanisms. A minimum of five
data points are typically required to define a single cycle. The second is to conduct
experiments in which a graduated series of perturbations to the controlled process
imposes loads of increasing magnitude on the control systemn. The third is to filter
out the effect of perturbation on specific growth rates by expressing specific rates as
a proportion (%) of those of the control cultures. A transformed data set using the
same raw data is given (Fig. 6C).

It is immediately apparent that there are interpretative features of the data
(Fig. 6C) that were not previously apparent (Fig. 6A and B). It reveals the full range
of effects of toxic loadings on the control mechanisin. If the levels of loading have
been well chosen, the range of behaviors shows the control mechanisin restabilizing
to low loads through to destabilization due to overload. At subinhibitory concentra-
tions (0.5-2.5 ug/1), there is a response to perturbation, and an overcorrection to
inhibition becomes an oscillation, with growth rates stabilizing after little more than
one cycle. The control mechanism is able to restore control over a range of concen-
trations, where no effect is indicated by the concentration—effect curve (Fig. 6B). At
higher concentrations, already shiown to be inhibitory (Fig. 6B), similar overcorrec-
tions (5 and 10 ug/l1) are followed by declining growth rates. The initial response
indicating recovery is not sustained and overloading of the capacity of the control
mechanism leads to inhibition and decline. At the highest concentration (25 ug/1),
the control mechanism is overloaded {rom the outset.

These results demonstrate that the data. presented as cumulative growth data
(Fig. 6A) and concentration—effect curves (Fig. 6B), find interpretation in the trans-
formed data that reveal the output of a growth control mechanism (Fig. 6C). Its
response to toxic inhibition counters the perturbation at low concentrations. At
higher concentrations, the capacity to nentralize perturbation becomes exceeded
with increasing concentrations. Overloading of thie capacity to counteract by higher
levels of growth inhibition (Fig. 6C) coincide with, and account for, the threshold
in the concentration—effect curve (Fig. 6B).
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The same data expressed in different forms provide links between cumulative
growth, the concentration—effect or a-curve, and transformed rate data revealing
control system output (Fig. 6). The wansformed data (Fig. 6C) show a neutralizing
response to inhibition that is essentially stimulatory, but whose timing and magni-
tude are oscillatory and approximate, leading to equilibrium or overload with time,
depending on concentration. The analysis shows that there is an effective adap-
tive response to neutralize perturbation (Fig. 6C) at subthreshold concentrations
(Fig. 6B). There is approximately an order of magnitude in concentration between
the lowest concentration that elicits a homeostatic response and the concentration
that first causes inhibition, indicating the range of inhibition over which control
is maintained. The onset of overload (Fig. 6C) is the reason for the threshold in
the concentration—effect curve (Fig. 6B). Inhibition in the a-curve is because the
homeostatic capacity of the system to maintain growth rates at that of the controls
has been exceeded.

Homeostatic Interpretation of the 3-Curve

Now we link control behavior of the kind observed in Hydra (Fig. 6C) with the
B-curve using data for the colonial hydroid Laomedea (Fig. 7), which is essentially
similar to the asexual budding process, but creates a colony rather than a population.
Control data transformed in the same way are given for each concentration of cop-
per as an inset, showing the underlying dynamic behavior for each concentration
of the S-curve. As with Hydra, the range of concentrations extends from those that
caused little perturbation, allowing rapid stabilization (1 pg/1), through to high
concentrations that immediately overload the control mechanism (25 ug/1). The
integration of the oscillatory rates over time provides the mean sizes of colonies
given in the B-curve. The interpretation of the B-curve is similar to that for the o-
curve (Fig. 6C), as one of progressive overloading of the control mechanisin with
increasing concentration of copper. What differs are the stimulatory effects at subin-
hibitory levels (Fig. 7) that characterize the S—curve, and differentate it from the
a-curve.

We now take the three concentrations that define the peak of the f-curve and
interpret their control behavior (Fig. 8A) to account for the observed hormesis. As
with Hydra, overcorrection to inhibition features initially with marked oscillatory
fluctuations in growth rate. Note that these initial overcorrections do not constitute
hormesis, nor do they give rise to a f-curve. Subsequently there is equilibration that
is only completely achieved at the lowest concentration (1 pug/1).

When the cumulative sizes of the colonies are considered (Fig. 8B), each increases
due to the initial overcorrection, butitis the subsequent behavior that determines the
final outcome in terms of enhanced colony growth. At 5 ug/1, growth rate oscillates
about a mean level that becomes somewhat higher than the controls (~10%), with
the consequence that colony size ultimately becomes 50% larger than the control
colonies (Fig. 8B). Over time a small increase in specific rate results in a large increase
in colony size (Fig. 7), because this is an exponentially growing system. At 10 ug/1,
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Figure 7. Relationship between copper concentration (ug/1) and size of Laomedea flexuosa
colonies after 16 days. Insets of the normalized specific growth rates are given for
each concentration over time showing the regulatory behavior responsible for the
B-curve. The hormetic concentrations (1, 5, 10 ug/1) for further analysis of the
cause of hormesis are used again in Figure 8 (from Stebbing, 1987).

the level about which rates oscillate also continues to increase until the end of the
experiment. The progressive development of the g-curve is shown with the greatest
stimulatory effect at the conclusion of the experiment (Fig. 8B). This shows that
hormesis is due to an ongoing process of gradually increasing growth rates and not
just to the short-lived, if more marked, initial stimulation (Fig. 8A).

The downward arm of the g-curve can be seen to extend linearly from stimu-
lation due to overcorrection and through to inhibition due to overload and the
consequential inability to restore the initial equilibrinm. Even where the dynamic
behavior indicates recovery and the restoration of equilibrium is almost complete
(15 ug/lin Fig. 7), significant inhibition occurs. The transition from stimulation
to inhibition is generally a linear continuum due to the progressive overloading of
the control mechanism. Rather than a step change, there is a gradual passage from
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Figure 8. Regulatory data for Laomedea flexuosa with respect to cumulative increases in
colony size. (A) Normalized specific growth rates for hormetic concentrations of
copper (1, 5, 10 pg/1) from Figure 7 are used to show the regulatory rate data;
(B) data integrated as size (%) result in increases in size over time apparent as
colony size in the f-curve shown in Figure 7. (from Stebbing, 1981¢).

a control system under load to an equilibrium eventually restored and, finally, to
complete overload.

The capacity of the control mechanism to neutralize the inhibitory effect of toxic
metals can be quantified (Stebbing, 1981A), and for copper it spans an order of
magnitude from 1 to 10 pg/1; that is, from the lowest concentration that activates the
control mechanism, to the concentration at which the system becomes overloaded
and inhibition occurs. System capacity is obviously an important index of the ability
of the process to resist toxic inhibition. -

The generality of the response to toxic inhibition is because the growth control
system responds to deviation of the controlled state or rate and not to the specific
toxic agent that is responsible. Hence, any inhibitor or perturbation will elicit the
same oscillatory behavior and counteraction. It follows that any inhibitor, within
the appropriate range of concentrations, will cause hormesis (Fig. 2) and reflect no
indication of its cause.

There is one complication in any consideration of control mechanisms responsi-
ble for homeostasis. Following Waddington (1977), physiological control is of two
kinds. First it may apply to the maintenance of a steady state, such as the tempera-
ture of a homoiotherm, when it is referred to as homeostasis. Second, when referring
to a rate, whicl relates to processes such as heart or respiration rate, Waddington
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gave the term homeorhesis. Thus growth control may be in terms of a state, such as
the maintenance of size by regeneration (Goss, 1964), or as a rate in the control
of biosynthesis (Newsholme and Start, 1973), or both within nested systems. Hydra
controlsits growth rate (Fig. 6), but quite separately its population size by density lim-
itation in a nested system (Stebbing and Heath, 1984). This distinction is important,
first, because rate data are inevitably much less precise than state data. Sometimes
a direct measure of rate is possible (e.g., mitotic indices, vide Fabrikant, 1987), oth-
erwise estimates of rate must be derived from measurements of state at intervals in
time. Variability of rate data may increase at least 20-fold with respect to the state
data from which they are derived (Stebbing et al., 1984), so raw state data of a high
quality are essential if the transformed rate data are to have any value.

In conclusion, it is clear that neither tlie a- nor the B-curves (Figs. 6B, and 7) them-
selves offer any obvious physiological interpretation of their form. Each represents
some integration of temporal data that obscures the dynamic behavior upon which
interpretation depends. Whereas the hormetic range of the f-curve represents the
product of overcorrection, or overcompensation (Calabrese, 1999, 2001), it does
not demonstrate the overcorrection itself, which is only revealed by the dynamic
behavior of the control system output (Figs. 6-8). In the examples given, the data
reveal the output of a homeorhetic control mechanism functioning over a range
of concentrations. Together they indicate the characteristic output of a feedback
mechanism placed under increasing load with each higher concentration, whether
exhibiting hormesis due to overcorrection (Figs. 7 and 8) or not (Fig. 6).

Hormesis and Acquired Tolerance

Many consider that hormesis is simply due to an overcorrection, overcompensa-
tion, or an overshoot (see previous discussion) of some regulatory or homeostatic
response to low levels of inhibition. It now seems likely that hormesis is a conse-
quence of adaptation of the growth control mechanism to sustained low levels of
inhibition that confer greater resistance to subsequent exposure to toxic inhibition
(Stebbing, 2002).

Data are given showing the effect of pre-exposure of hydroids (3 weeks at 10 ug/1
Cu?") on their subsequent sensitivity to copper (Fig. 9). Overall the effect of pre-
exposure is to reduce the sensitivity or increase the tolerance of hvdroids to copper.
An adaptive interpretation would suggest that pre-exposure had made them more
resistant due to an inereased capacity 1o counter the effects of toxic inhibition. This
capacitv can be expressed in terms of the increase inn concentration that causes a
given inhibition of growth rate by horizontal interpolation from the control curve to
that for pre-exposed group. For example, at an 80% growth rate, the control group
was exposed to 10 ug/1, but the pre-exposed group required 18 ug/1 to produce the
same inhibition. Pre-exposure had increased their ability to resist copper by 8 ug/1.

If we interpolate vertically between the control and pre-exposed groups at specific
concentrations, pre-exposure apparently has the effects of increasing growth rates
(Fig. 9). Foragiven concentration of copper, say 10 ug/1, the growth rates of colonies
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Figure 9. The effects of pre-exposure to copper for 3 weeks at 10 ug/1 (dashed line), in
relation to the controls (solid line) on the mean specific growth rate (R%) of the
colonial hydroid Laomedea flexuosa over 11 days when exposed to a range of copper
concentrations. Increased resistance to subsequent exposure to a range of copper
concentrations is shown by the pre-exposed colonies (from Stebbing, 1981a).

increase by 20%. Growth is apparently stimulated as a consequence of pre-exposure
over a range of concentrations.

As before, experiments involving some integration over time (mean specific
growth rate over 11 days) require explanation that can only be found in the out-
put data of a growth control mechanism (Fig. 8). Small increases in the preferred
growth rate, when integrated over 11 days, provide larger increases in cumulative
biomass (Figs. 2A and 8B). Pre-exposure over three weeks results in significant in-
creases in mean growth rate. The process of adjustment to achieve these effects is
seen in the control system output (5 and 10 pug Cu 2*/1; Fig. 8A) as a progressive
if slight increase (5-10%) in the level about which rates oscillate, due to a gradual
resetting of the preferred growth rate. Over three weeks the process of adjustment
to 10 ug/1 is complete, as preexposed colonies then exposed to 10 ug/l in the
subsequent experiment grew at the same rate as the controls (Fig. 9).

In this way it becomes apparent that pre-exposure results in adaptation of the
growth control mechanism, such that an increased capacity to resist inhibition due
to copper is achieved by adjusting the preferred growth rate to a slightly higher
level. This reduces the effect of subsequent exposure to copper over a range of
concentrations (Fig. 9). Any such increase in growth rate inevitably has the additional
effect of causing hormesis (Fig. 8B). Hormesis is therefore a consequence of the same
adaptive regulatory adjustments that confer increased capacity to counteract toxic
inhibition.
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MODELING AND HYPOTHESIS DEVELOPMENT

Simple control models have been developed to simulate dynamic behaviors that
resultin the B-curve, reproducing overload to create a threshold effect. Such models
have been developed from experimental data using hydroids (Stebbing and Hiby,
1979; Stebbing 1981a) and a marine veast (Stebbing et al., 1984; Norton and Steb-
bing, 1986). Neither of these models reached the stage of development capable of
simulating acquired tolerance and hormesis (see review, Stebbing, 2000a). Never-
theless, control models offer the basis from which the simulation of hormesis and
acquired resistance could be developed, as all homeostatic and homeorhetic systems
incorporate feedback.

CONCLUSIONS

The g-curve is the best-defined description of hormesis as a stimulatory effect
set in the context of the whole toxicological concentration—effect curve. In this way
hormesis can be considered an integral part of the f-curve, rather than attempting
to interpret it independently of the inhibitory phase.

Unrelated phenomena exhibit the fcurve, so the curve does notidentifyits cause,
and no single theory can be expected to account for hormesis. This implies that the
concept of hormesis has little interpretative value, because there is no unambiguous
explanation of its cause. Nevertheless, an analysis of a range of examples suggests
that adaptive responses to toxic stress tvpically exhibit the g-curve (Figs. 2, 4 and 5).
One may go further and argue that this is inevitably so, because adaptive responses
are stimulated by low levels of toxic agents but are ultimately poisoned by higher
concentrations (Fig. 3).

The generality of stimulatory effects by toxic inhibitors is due to the nonspecificity
of adaptive responses. Evolution favors the development of responses that counter-
acta broad spectruun of xenobiotic effects, and confer greater fitness, irrespective of
the toxic challenge. Homeostasis is the most general adaptive response that exhibits
hormesis, apparently as a consequence of responses that overcorrect to toxic inhi-
bition. Growth is the process that most commonly exhibits hornicsis, and a theory
is provided based on homeostatic principles to account for it. Inhibitory perturba-
tions are neutralized by a response that is essentially stimulatory, which results in
neutralization at low loadings and inhibition when the control system is overloaded.

Like many homeostatic processes, growth regulatory mechanisms are self-
adjusting and use information on previous exposure to reset system parameters
following the homeostatic truism that the capacity of such systems increases with use
and decreases without. Homeostatic and homeorhetic svstemns have evolved to resist
perturbation to the states or processes they coutrol. In this instance the capacity of
the system to resist toxic inhibition increases with “training” due to sustained expo-
sure to toxic agents. Resetting preferred growtlt 1o a higher rate increases resistance
but also stimulates growth. Hormesis is apparently a byvproduct of the adaptation by
which greater tolerance is acquired. This implies that hormetic concentrations are
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those most likely to result in acquired tolerance. However, it is not the additional
biomass that confers most fitness on the organism, but the enhanced resistance to
future toxic inhibition.
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