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Abstract
The umbrella integration method for calculating the potential of mean force (PMF) for a chemical
reaction is implemented within the empirical valence bond (EVB) framework. In this
implementation, the PMF is generated along the energy gap reaction coordinate, and the biasing
potential is the difference between the mapping potential, which is defined to be a linear combination
of the valence bond state energies, and the EVB ground state energy. The umbrella integration method
is based on the derivative of the PMF with respect to the reaction coordinate. An analytical expression
for this derivative applicable to certain types of EVB potentials is presented. The advantages of the
umbrella integration method are illustrated by the application of both umbrella integration and the
weighted histogram analysis method to the hydride transfer reaction catalyzed by the enzyme
dihydrofolate reductase. This application demonstrates that the umbrella integration method reduces
the statistical errors, converges efficiently, and does not require significantly overlapping windows.
A modified version of the weighted histogram analysis method that shares these advantages is also
proposed and implemented.

I. Introduction
The calculation of free energy barriers for chemical reactions is critical for predicting reaction
rates. The free energy barrier is typically obtained by generating the potential of mean force
(PMF) along a specified reaction coordinate. In umbrella sampling,1 the PMF is generated by
performing molecular dynamics or Monte Carlo simulations with a series of biasing potentials
that enable sampling of the entire relevant range of the reaction coordinate. The probability
distribution along the reaction coordinate for each biasing potential is obtained using standard
binning techniques. Various methods have been developed for combining the probability
distributions for the different biasing potentials to obtain the complete PMF for the unbiased
system. The weighted histogram analysis method (WHAM) has been used extensively for this
purpose.2-7 Recently, Kästner and Thiel presented the alternative umbrella integration (UI)
method.8, 9 The advantages of the UI method are that it avoids the iterative procedure inherent
to WHAM, reduces the statistical errors, and converges more efficiently.8, 9 The previous
implementation of UI considered only biasing potentials in the form of harmonic restraints
along the reaction coordinate.8, 9

In this paper, we implement UI within the framework of the empirical valence bond (EVB)
approach, in conjunction with an energy gap reaction coordinate and non-harmonic biasing
potentials defined in terms of mapping potentials. The empirical valence bond (EVB) approach
has been used successfully to describe a wide range of chemical reactions in solution and
proteins.10-14 In this approach, the chemical reaction is described in terms of a small number
of valence bond states, and the EVB electronic ground state is obtained by diagonalizing the
Hamiltonian matrix formed in the basis of these VB states. Single proton, hydride, and electron
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transfer reactions are often described in terms of two valence bond states, and the energy gap
reaction coordinate is defined to be the difference between the energies of these two valence
bond states. When umbrella sampling is used to generate the PMF along the energy gap reaction
coordinate, the biasing potential may be chosen to be the energy difference between a mapping
potential, which is a linear combination of the energies of the two valence bond states, and the
EVB electronic ground state energy. Previously, we used thermodynamic integration and
WHAM to generate the PMF within the framework of this EVB approach for charge transfer
reactions in enzymes.15-18 We also proposed and utilized an approach for calculating the rate
constant from this PMF.19 The implementation of UI within this framework provides an
alternative method with the advantages enumerated above.

An outline of the paper is as follows. In Section II, we summarize the WHAM and UI
approaches and present the equations required for the implementation of UI within the
framework of the EVB approach. In Section III, we use both WHAM and UI to generate the
PMF for the hydride transfer reaction catalyzed by the enzyme dihydrofolate reductase
(DHFR). Our analysis of these calculations illustrates the advantages of UI over WHAM for
this type of system. We also propose and implement a modification to WHAM that leads to
similar advantages. The conclusions are presented in Section IV.

II. Methods
In umbrella sampling,1 simulations are performed with a series of biasing potentials wi(ξ),
where ξ is the reaction coordinate. The distribution Pi

b(ξ) of the biased system along the
reaction coordinate is typically obtained by standard binning procedures to generate a
histogram. Specifically, the relevant range of the reaction coordinate is divided into bins, and
Pi

b(ξbin) is the fraction of sampled configurations in the bin centered at the reaction coordinate
ξbin for the window corresponding to the biasing potential wi(ξ). The PMF for the biased system
along the reaction coordinate is given by:

(1)

where β = 1/kBT. The PMF for the unbiased system in each window is

(2)

where Fi are constants that differ for each biasing potential or window.

In WHAM,2-6 the constants Fi are calculated iteratively to combine the unbiased potentials
of mean force for different windows. The following two equations are solved iteratively:

(3)

(4)
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where Ni is the total number of configurations sampled for window i used to construct Pi
b(ξ) .

After these equations are solved to self consistency, the PMF A(ξ) is obtained directly from P
(ξ) using the relation A(ξ) = −ln P(ξ)/β.

In UI,8, 9 the derivative of the unbiased PMF with respect to the reaction coordinate is
calculated for each window:

(5)

The data from different windows are combined according to a weighted average:

(6)

where

(7)

Subsequently, A(ξ) is obtained by numerical integration over ξ. In previous applications of UI,
the biasing potential is assumed to be of the form wi(ξ) = K(ξ—ξi)2 /2. Moreover, the biased
PMF is expanded in a power series and truncated after the quadratic term, which is equivalent
to assuming a normal distribution for Pi

b(ξ):

(8)

where the mean  and the variance  for each window are determined from the simulation
data. These approximations lead to an analytical expression for the derivative of the unbiased
PMF given in Eq. 5.

The UI method differs from WHAM in two important aspects. First, the UI method is based
on the derivative of the PMF, rather than the PMF itself, so it does not involve offsets and
therefore avoids the iterative procedure inherent to WHAM. Second, UI does not require a
binning procedure because the mean and variance of the normal distribution for each window
are determined directly from the raw simulation data, so a binning procedure is not required
to obtain the derivative of the PMF given in Eq. 6. Specifically, the values of the reaction
coordinate for all configurations sampled are collected during the simulation, and the mean
and variance of the reaction coordinates collected for each window are determined directly
from these data without generating a histogram. Moreover, in our implementation, the
numerical integration of this derivative to generate the PMF is performed using an adaptive
integration method that is converged to a specified precision without requiring the specification
of a bin width. These numerical integrals are evaluated using the global adaptive strategy20 in
conjunction with the Gauss-Kronrod quadrature rule21 as implemented in the Mathematica
software package.22
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To facilitate a meaningful comparison of the WHAM and UI methods, we propose a modified
version of the WHAM method, denoted WHAM(n), that also avoids the binning procedure. In
WHAM(n), the biased distribution Pi

b(ξ) for each window is represented by the normal
distribution given in Eq. 8, where the mean and variance of ξ for each window are determined
directly from the simulation data. The WHAM equations given in Eqs. 3 and 4 are still solved
iteratively, but Pi

b(ξ) in Eq. 3 is represented by the analytical normal distribution rather than
the histogram obtained from a binning procedure. The integration in Eq. 4 is performed
numerically using the adaptive integration method discussed above, thereby eliminating the
necessity of specifying a bin width. Statistical methods23 may be used to determine the error
bars for the mean and variance of ξ used in Eq. 8 for both UI and WHAM(n). In addition to
these statistical errors, a truncation error is introduced for both of these methods due to the
approximation of the biased distribution by a normal distribution. A detailed analysis of the
different sampling errors associated with UI has been performed for an analytical model
potential.9

The main objective of this paper is to implement the UI method within the framework of a two-
state EVB potential using an energy gap reaction coordinate and a mapping potential. For a
two-state EVB model, the ground state EVB energy is

(9)

where V11 and V22 are the energies of VB states 1 and 2, respectively, and V12 is the coupling
between these two states. In general, all of these quantities depend on the nuclear coordinates
of the system. The energy gap reaction coordinate is defined as ξ=V11—V22. The simulations
are performed with mapping potentials

(10)

where the mapping parameter λi is varied from zero to unity. The biasing potential is then of
the form

(11)

Note that this biasing potential is a function of only ξ if V12 is a function of only ξ. In this paper,
we assume that V12 is a constant, although the extension to the case in which V12 is a function
of ξ is straightforward. Using this form for the biasing potential, the derivative of the unbiased
PMF given in Eq. 5 is expressed as

(12)

Approximating Pi
b(ξ) by a normal distribution, we have obtained an analytical form for the

derivative of the unbiased PMF for each window. The data for the different windows can be
combined using Eq. 6, followed by numerical integration of the derivative of the PMF over ξ
to obtain the PMF A(ξ).
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We also explore the use of different forms for the biased distribution Pi
b(ξ) because the mapping

potential could lead to deviations from a normal distribution. We present results for the Gram-
Charlier and the asymptotic Edgeworth expansions, which are expansions in terms of
Chebyshev-Hermite polynomials. The Gram-Charlier expansion is of the form24

(13)

where

are Chebyshev-Hermite polynomials, σi
b is the variance, and κn are the cumulants of the

distribution Pi
b(ξ). The asymptotic Edgeworth expansion can be presented in the following

compact form25

(14)

where , {km} are the solutions of the Diophantine eqution k1 + 2k2 +…+sks =
s, and r = k1 + k2+…+ks. These asymptotic expansions are useful when the biased distributions
for some windows differ from the normal distributions. The derivatives of the asymptotic
expansions can still be evaluated analytically, and the moments and cumulants of the biased
distributions can be calculated directly from the raw sampling data.

III. Application
We use both WHAM and UI to calculate the PMF for hydride transfer in the enzyme DHFR.
In this reaction, the hydride is transferred from the NC4 position of the NADPH (nicotinamide
adenine dinucleotide phosphate) cofactor to the C6 position of the protonated dihydrofolate
substrate. This reaction is depicted in Figure 1. We studied this reaction previously with a
hybrid quantum-classical molecular dynamics approach, which includes the nuclear quantum
effects of the transferring hydrogen with grid-based or path integral methods.16-18 Here we
use the same simulation system and EVB potential but do not include the nuclear quantum
effects for simplicity. Since the simulations details are given elsewhere,16, 17 we provide only
a brief summary in the present paper.

The simulation system includes the entire protein, the substrate, and the cofactor solvated by
4122 explicit water molecules in a truncated octahedral periodic box. The initial coordinates
were obtained from a crystal structure of Escherichia coli DHFR complexed with NADP+ and
folate (PDB code 1rx2).26 The potential energy surface is represented by a two-state EVB
potential,10 where state 1 corresponds to the transferring hydrogen atom bonded to the donor,
and state 2 corresponds to the transferring hydrogen atom bonded to the acceptor. The diagonal
elements of the EVB Hamiltonian are based on the GROMOS force field27 with the EVB
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parameters given in Ref. 17. The two EVB parameters corresponding to the relative energy of
the two valence bond states and the coupling between these states were fit to the experimental
free energies of reaction and activation.28

In previous simulations, we used a set of 20 mapping parameters and performed 4.5 ns of
molecular dynamics for each window with an additional 2 ns for the four windows near the
transition state.17 For the analysis in the present paper, we generated new data, starting with
a snapshot from a reactant window in the previous simulation. We used a set of 19 mapping
parameters from λi= 0.05 to 0.95 with a spacing of 0.05. The starting configuration for each
window was obtained from the previous window after 20 ps of equilibration. Each window
was equilibrated for a total of 350 ps, followed by 300 ps of data collection. We also generated
two other independent sets of data with 50 ps of equilibration followed by 300 ps of data
collection. The free energy barriers determined from these three data sets, as well as the
previous simulations,17, 18 differ by less than 0.5 kcal/mol.

Figure 2 illustrates that the PMF curves generated with UI and WHAM are very similar. The
free energy barriers of 15.0 kcal/mol and 15.3 kcal/mol determined with UI and WHAM,
respectively, are consistent with the classical barriers determined from previous simulations
using both thermodynamic integration and WHAM. However, the WHAM curve exhibits more
numerical noise, particularly in the reactant and product wells. The WHAM curve in Figure 2
was generated with a bin size of 1 kcal/mol. The impact of bin size on the systematic and
statistical errors in WHAM has been discussed in the literature.29

As discussed above, an advantage of UI is that it does not require a binning procedure for the
simulation data, although it does require numerical integration to generate the PMF from its
derivative. In contrast, WHAM relies on a binning procedure to generate the biased
distributions used in the iterative procedure to determine the overall unbiased distribution.
Moreover, WHAM does not converge as the number of bins increases (i.e., as the bin width
decreases) because the statistical error increases as the number of bins increases.29 In
particular, the bin width must be sufficiently large to ensure that a sufficient number of
configurations are sampled for each bin. Insufficient sampling per bin leads to large statistical
fluctuations that can result in substantial inaccuracies in the probability densities generated
with WHAM. These difficulties with statistical error are avoided in UI because the biased
distribution is represented by the analytical normal distribution function given in Eq. 8, where
the mean and variance of the reaction coordinate for each window are obtained directly from
the simulation data. In addition, a low weight is assigned to the tails of the distribution from
each window in UI, as indicated by Eq. 7. As mentioned above, statistical methods23 may be
used to provide well-defined error bars for the mean and variance of the reaction coordinate,
which can be propagated to estimate the sampling error for the resulting PMF.

Figure 3a illustrates the impact of bin size on the PMF curve generated with WHAM.
Decreasing the bin size from 1.0 kcal/mol to 0.2 kcal/mol significantly increases the statistical
noise of the PMF generated with WHAM. For comparison, Figure 3b depicts the PMF curve
generated with the WHAM(n) method. This figure indicates that the statistical errors in WHAM
are significantly reduced when the biased distribution for each window is represented by the
analytical normal distribution function rather than the histogram obtained from the binning
procedure. This figure also illustrates that the PMF curve generated with WHAM(n) is virtually
indistinguishable from the PMF curve generated with UI.

Another advantage of UI is that it does not require overlap between the distributions of the
windows, although such overlap is desirable to enhance the accuracy. In contrast, WHAM
requires sufficient overlap between the distributions of the windows. Figure 4 depicts the PMF
generated with UI, WHAM, and WHAM(n) using only five windows corresponding to λi=
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0.05, 0.15, 0.50, 0.85, and 0.95 (i.e., two windows in the reactant and product regions and one
window in the barrier region). The PMF curve generated with UI using only five windows is
virtually identical to the curve generated with all 19 windows. In contrast, the PMF curve
generated with WHAM using only five windows is clearly problematic, as illustrated by Fig.
4b. The barrier improves as the convergence criterion for the constants Fi determined during
the iterative procedure is tightened from a maximum change of 10-4 to 10-8, but the number of
iterations required for convergence increases to more than 7.6×107 for a convergence criterion
of 10-8, which still does not generate a smooth PMF. As shown in Fig. 4c, the PMF curve
generated with WHAM(n) using only five windows is better than that generated with WHAM
for the same convergence criterion, but WHAM(n) still requires more than 8.6×104 iterations
for a convergence criterion of 10-6, which generates a PMF that is indistinguishable from the
PMF generated with WHAM(n) using all 19 windows.

In principle, given sufficient sampling within each window, WHAM and UI should converge
to the same results if the distributions are Gaussian. However, the convergence of the iterative
procedure in WHAM becomes slow for small overlap between the distributions of the windows,
and insufficient sampling of the tail regions of the distributions combined with very small
overlap could preclude convergence. An advantage of UI is that it utilizes an analytical
expression for the distributions, thereby decreasing the statistical noise. Moreover, UI does not
require an iterative procedure, so convergence is not an issue. These advantages become
particularly pronounced for small overlaps between the distributions of the windows, although
additional windows will enhance the accuracy of both methods.

Lastly, we test the approximation of the biased distribution function Pi
b(ξ) by a normal

distribution, as given in Eq. 8. For this purpose, we explore the use of the Gram-Charlier and
Edgeworth expansions.25 The data and biased distribution functions for a representative
window in the reactant region are shown in Figure 5a. The Gram-Charlier expansion is virtually
indistinguishable from the normal distribution, whereas the Edgeworth expansion slightly
improves the fit of the distribution obtained from the simulation data. As shown in Figure 5b,
however, all three distribution functions lead to indistinguishable PMF curves. These data
indicate that the approximation of the biased distribution by a normal distribution function is
sufficient for generating quantitatively accurate PMF curves for this system. Note that this
approximation may not be valid for certain systems, particularly when weak biasing potentials
are used for free energy surfaces with high barriers or extended flat regions. In these cases, the
WHAM method based on histograms obtained from a binning procedure could be more
effective than the UI method.

IV. Conclusions
In this paper, we implemented the UI method for calculating the PMF along an energy gap
reaction coordinate within the EVB framework. The UI method is based on the derivative of
the PMF with respect to the reaction coordinate rather than the PMF itself. In this
implementation, the biasing potential is the difference between the mapping potential, which
is defined to be a linear combination of the valence bond state energies, and the EVB ground
state energy. This biasing potential can be expressed as an analytical function of the energy
gap reaction coordinate for a two-state EVB model in which the coupling between the two
states is constant or is a function of the reaction coordinate. In this case, the derivative of the
biasing potential with respect to the reaction coordinate can be expressed analytically, and the
implementation of the UI method is straightforward.

We applied the UI and WHAM methods to the hydride transfer reaction catalyzed by DHFR.
We showed that the UI and WHAM methods generate very similar PMF curves, although the
PMF curve generated with UI exhibited less statistical noise. We also showed that the
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representation of the biased probability distributions as normal distributions is reasonable by
comparison to expansions including non-Gaussian effects. Furthermore, our analysis
illustrated two significant advantages of UI over WHAM. The first advantage is that UI does
not rely on a binning procedure to generate histograms and therefore reduces the statistical
error and converges efficiently. We proposed a modified version of WHAM that shares these
advantages by representing the biased probability distribution for each window as an analytical
normal distribution function rather than the histogram obtained from a binning procedure. The
second advantage is that UI can provide accurate PMF curves efficiently even with a small
number of windows that do not overlap significantly. In this case, the modified version of
WHAM can also provide accurate PMF curves but is more computationally expensive because
it requires a large number of iterations for convergence. Thus, UI is a promising method for
generating accurate PMF curves for large systems for which sampling may be limited.
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Figure 1.
Hydride transfer reaction from the NADPH cofactor to the protonated dihydrofolate substrate
H3F+ to form the products tetrahydrofolate H4F and NADP+.
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Figure 2.
PMF for the hydride transfer reaction generated with UI (red dashed) and WHAM (blue solid)
with a bin size of 1.0 kcal/mol.
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Figure 3.
PMF for the hydride transfer reaction generated with (a) WHAM using a bin size of 1.0 kcal/
mol (red dashed) and 0.2 kcal/mol (blue solid) and (b) UI (red dashed) and WHAM(n) (blue
solid). The UI and WHAM(n) PMF curves are virtually indistinguishable.
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Figure 4.
PMF for the hydride transfer reaction generated using 19 windows (red solid) and five windows
(blue dashed or dotted) with (a) UI, (b) WHAM, and (c) WHAM(n). For UI, the two PMF
curves are virtually indistinguishable. The PMF curves generated with WHAM are shown for
a convergence criterion of 10-4 (dashed) and 10-8 (dotted). The PMF curves generated with
WHAM(n) are shown for a convergence criterion of 10-4 (dashed) and 10-6 (dotted). The 19
windows correspond to equally spaced values of λi in the range λi= 0.05 to 0.95, and the five
windows correspond to λi= 0.05, 0.15, 0.50, 0.85, 0.95.
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Figure 5.
(a) Biased probability distribution function for the window with λi = 0.10, where the filled
circles represent the normalized histogram constructed from the simulation data and the solid
and dashed lines represent fits to a normal distribution (red), a Gram-Charlier expansion to
third order (green), and an Edgeworth expansion with three terms (blue). (b) PMF curves
generated with the three fits in (a). The three PMF curves are virtually indistinguishable.

Chakravorty et al. Page 14

J Chem Theory Comput. Author manuscript; available in PMC 2009 March 23.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript


