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Abstract
Many aminoglycosidic antibiotics target the A-site of 16S RNA in the small ribosomal subunit and
affect the fidelity of protein translation in bacteria. Upon binding aminoglycosides displace two
adenines (A1492 and A1493 for E. coli numbering) that are involved in tRNA anticodon loop
recognition. The major difference in the aminoglycosidic binding site between the prokaryota and
eukaryota is an adenine into guanine substitution in the position 1408. This mutation likely affects
the dynamics of near A1492 and A1493 and hinders the binding of aminoglycosides to eukaryotic
ribosomes. With multiple 20 ns long all-atom molecular dynamics simulations we study the flexibility
of a 22-nucleotide RNA fragment which mimics the aminoglycosidic binding site. Simulations are
carried out for both, native and A1408G mutated RNA, as well as for their complexes with
aminoglycosidic representative – paromomycin. We observe intra- and extrahelical configurations
of A1492 and A1493, which differ between the prokaryotic and the mutated structure. We obtained
configurations of the A-site that were also observed in the NMR and crystal structures. Our studies
show the differences in the internal mobility of the A-site, as well as in ion and water density
distributions inside the binding cleft, between the prokaryotic and mutated RNA. We also compare
the performance of two force field parameters for RNA – Amber and Charmm.
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Introduction
A ribosome is a large protein-synthesizing macromolecular complex whose proper functioning
is crucial for the life of a cell. It translates the information encoded in mRNA into a polypeptide.
The ribosome consists of two subunits: small (in prokaryota denoted 30S) and large (50S).
Both subunits contain ribosomal RNA (rRNA) and proteins, e.g. the 30S subunit is composed
of the so-called 16S rRNA and about 20 proteins. At the interface between subunits there are
three tRNA binding sites (A, P and E) where subsequent amino acids are being attached during
the polypeptide assembly. Several aminoglycosidic antibiotics bind to the A-site1,2 and affect
the translation process by reducing its fidelity. These anti-bacterial drugs are particularly active
against Gram-negative bacteria, however, the emerging bacterial resistance and toxicity for
human ear and kidney cells limits their effectiveness in medical therapy. The understanding
of their actions on a molecular level is needed to improve their specificity and selectivity.

Aminoglycosides are sugar derivatives3. Due to a number of amine groups they are positively
charged in physiological pH3,4. For example, a model aminoglycosidic compound considered
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here — paromomycin (Figure 1a), carries a total charge of +5e. It binds to the bacterial 16S
rRNA in the vicinity of the A-site, but is also known to bind to a corresponding location in the
eukaryotic ribosome. The most important difference between these two sites is the nucleotide
no. 1408 (numbering as in E. coli)5 — adenine in prokaryota and guanine in eukaryota (Figure
1b)6. It was proven experimentally that bacteria with a single A1408G mutation are immune
to several amino-glycosides7–9.

Two other crucial nucleotides in the paromomycin binding site are A1492 and A1493, situated
across the helix from the nucleotide 1408 (see Figures 1b and 1c). Upon binding of
paromomycin, these adenines protrude from the 16S rRNA helix and make space for the
antibiotic3,10–12 — we will refer to this configuration as the flipped-out or extra-helical state.
In contrast, when the antibiotic is absent, these two adenines tend to be hidden inside the RNA
helix — in a flipped-in or intra-helical state13,14. Nevertheless, they still possess some degree
of flexibility because their movability is critical for the incorporation of cognate tRNAs15–
17. It was suggested that it is the degree of stabilization of A1492 in the flipped-out position,
caused by aminoglycoside binding, that correlates with their antibacterial activity18.

The mobility of A1492 and A1493 in small, model fragments of the A-site RNA was recently
studied by means of replica-exchange19 and targeted molecular dynamics17. These studies
confirmed that in the absence of the antibiotic the intra-helical state is the favored one. A
molecular dynamics (MD) study was also performed for a larger fragment of 16S rRNA, known
as the helix 4420. The authors observed the intra- and extra-helical configurations of A1492
on a nanosecond time scale. An MD simulation of a model RNA oligonucleotide in the complex
with paromomycin was also performed21 but the behavior of the two adenines in the ligand-
free state was not studied.

Our goal was to compare the dynamic properties of paromomycin binding site with and without
the A1408G mutation in order to understand why such substitution prevents aminoglycosides
from being active against the eukaryotic ribosomes. We performed six, 20-nanosecond long
explicit solvent MD simulations of a model 16S rRNA fragment containing two A-sites22.
Four simulations were carried out with the Charmm force field23,24 and included the
prokaryotic 16S RNA fragment with and without paromomycin, and with and without the
A1408G mutation. Two additional simulations with the Amber force field25, including the
native and mutated 16S rRNA fragment without the drug, were performed to give insight into
the dependence of the dynamics upon the force field parameters.

In this work we report the spontaneous flipping of A1492 and A1493 in and out of the RNA
bulge, nucleotide dynamical correlation patterns, and the influence of the U1406○U1495
pseudo pair on the RNA internal dynamics. We also present the calculations of the water and
sodium ion density in the paromomycin binding cleft and show the differences introduced by
the mutation or by the choice of the force field. To the best of our knowledge, no prior MD
simulations of the A1408G mutated RNA fragment were performed.

Methods
Starting structure preparation

For MD simulations we used the crystallographic structure of a 22-nucleotide 16S rRNA
fragment which was solved at 2.5 Å resolution (PDB entry code 1J7T). This structure contains
two mirrored, model prokaryotic ribosomal A-sites, each complexed with paromomycin. The
choice of such RNA fragment can be justified in the light of experimental studies which
demonstrate that the structural and thermodynamic aspects of aminoglycoside binding to the
minimal A-site model are virtually the same as to the whole 30S subunit26. Moreover, root
mean square deviation (RMSD) calculation shows that the positions of phosphorus atoms of
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the model RNA fragment (1J7T) differ from the positions of analogous phosphorus atoms in
the crystal structure of the whole 30S subunit (1IBK) by only 1.2 Å. The two symmetric A-
sites will be denoted here as part or site (a) and (b), respectively (see Figure 1b), hence the two
copies of each nucleotide will be assigned either an (a) or (b) suffix (e.g. A1492(a) or A1492
(b)).

The A1408G mutation, as well as the addition of the two terminal cytidines (C1402(a) and
C1402(b)), which where missing in the original PDB file was performed with the SYBYL 7.2.5
program (Tripos). The complete sequence used in simulations is shown in Figure 1b. All
hydrogen atoms were added using the hbuild function of Charmm27. All crystal water
molecules were removed. To neutralize the total charge of the RNA, 44 Na+ ions were added
with the use of a custom made Charmm script, which iteratively placed subsequent ions at
points of the local minima of the potential energy.

The system was solvated with approximately 13,000 TIP3P28 water molecules which resulted
in a simulation cell of 92×69×69 Å3, that provided at least 15 Å layer of solvent at each side
of RNA. In order to mimic the intracellular salt concentration of 150 mmol per liter, 60
randomly chosen water molecules were replaced with 30 Na+ and 30 Cl− ions. Two different
force fields were applied: Charmm2723,24 and Amber ff9925. The Charmm force field
parameters for paro-momycin were assembled from, already available in Charmm, parameters
for different sugar rings and amino alcohols. The partial atomic charges were determined on
the basis of QM calculations, performed with the use of Gaussian29. The validity of the
parameters was evaluated by comparing several inter-proton distances obtained during MD
simulation of paromomycin in explicit solvent with the NMR data30 (for simulation details
and parameters see Supporting Information).

Simulation protocol
All MD simulations were performed with the NAMD package31 in constant pressure (using
the Langevin piston method32) and temperature (controlled by Langevin thermostat33), with
periodic boundary conditions. Electrostatic interactions were calculated using the Particle
Mesh Ewald summation method34. The SHAKE35 algorithm was used and a 2 fs integration
time step.

In the thermalization stage, based on36, the system was heated from 30 K to 310 K with
constraints applied to all heavy atoms of the RNA and, if applicable, the ligand. The constraint
harmonic constant (k) was equal to 50 kcal/mol/Å2 in the first 85 ps of simulation and for
another 35 ps it was lowered to 25 kcal/mol/Å2.

The equilibration stage was divided into two parts. First, the constraints were gradually
diminished in 6 rounds of 50 ps and scaled as 0.1×0.5n, where n ∈ {0..5} is a round number.
In the second, 600-ps long equilibration stage, the constraints were applied only to heavy atoms
of terminal nucleotides C1402(a), C1402(b) (Figure 1b; k = 0,35 kcal/mol/ Å2), to P atoms of
C1498(a) and C1498(b) (k = 0,3 kcal/mol/ Å2), and to P atoms of G1403(a) and G1403(b) (k
= 0,25 kcal/mol/Å2). We adjusted k to obtain fluctuations of the termini corresponding to
crystallographic temperature factors.

20 ns MD production phases were performed under the same conditions as the second stage
of equilibration. Trajectories were collected every 5 ps. For a complete list of the performed
MD simulations see Table 1.

Divalent ions
In the crystal structure of the entire small ribosomal subunit (PDB entry 1IBK) three Mg2+

ions are reported near the aminoglycoside binding site. In order to imitate the environment of
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the RNA fragment as in the 30S subunit, we initially included these ions in the simulated
system.

This approach, however, was unsuccessful because in one part of the RNA destabilization of
base pairs was observed after the first 3 ns of the production stage. We suppose that such
instability was caused by divalent ions due to their proximity to the unstable base pairs. The
reason may be that Mg2+ and other divalent ions are generally not correctly represented in the
currently available nonpolarizable force fields due to the large positive charge of these ions
and their capability to polarize the surrounding particles20,37. Furthermore, the initial
positions of Mg2+ ions were taken from the structure of the whole 30S subunit, superimposed
onto the model A-site. As a result, they might have been too close to the RNA helix and thus
not properly solvated, leading to too strong interactions, that caused the instability of the
proximate base pairs. In the other half of the molecule, the movements of A1492 and A1493
toward the inside of the helix were observed. We performed a similar simulation without
Mg2+ ions to check whether the dynamics of the bases would be different. The entire helix
appeared to be more stable and we observed very similar movements of A1492 and A1493.
Based on our test simulations and literature20,37,38 we decided to perform simulations only
with explicit monovalent ions.

Trajectory analysis
To check whether the MD preparation protocol led to a stable simulation, we calculated the
RMSD43 of atomic positions from the crystal structure as a function of the simulation time.
For this purpose we used the g_rms program of the GROMACS39–42 package.

(1)

where mi stands for standard mass of each atom,  is the position of atom
i at time t.

To analyze the average mobility of individual nucleotides, the root mean square fluctuations
(RMSF)43 as a function of the nucleotide number were calculated with the g_rmsf program
of the GROMACS package. First, it calculates the RMSF per atom (RMSF(i), eq. 2) and then
averages those values for each nucleotide (RMSF(Ni))43.

(2)

where T denotes the total simulation time and — the mean position of atom i. To compare
the MD derived nucleotide mobility with their temperature factors (beta factors, B(Ni)) from

the original X-ray structure we applied the following relation: , where
B(Ni) is the average beta factor for all atoms of the nucleotide no. Ni.

The analysis of the hydrogen bond network, glycosidic torsions, pseudo-rotation and opening
angles44,45 in the RNA helix was performed with X3DNA program45.
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A correlation matrix  was calculated for all phosphorous atoms except for the unpaired
termini C1402(a) and C1402(b) due to the applied constraints. Global translations and rotations
of the entire RNA were eliminated under VMD46. The elements of the correlation matrix were
derived using the following formula47, implemented in the Octave program48:

(3)

where  denotes a deviation of atom i from its mean position at time t.

The distribution of water molecules and ions was calculated with the MolDyAna49 software.
The algorithm divides the whole system into 1 Å3 cubes and in each simulation step increases
the counts in the populated cubes. Eventually, the counter for each cube is multiplied by a local
density (Gaussian distribution) and normalized over the whole trajectory. For this procedure
the MD snapshots were aligned with the first frame independently for each of the binding sites.

Results and Discussion
Stability of the simulations

The RMSD from the crystal structure in the six 20 ns long MD simulations are leveled and
fluctuate in the range 1.5–4 Å. Simulations of the bare oligonucleotide performed with the
Charmm force field give higher average RMSD than those performed with the Amber force
field (see Table 2). The paromomycin reduces the flexibility of the RNA fragment: average
RMSD in the Charmm simulations with the antibiotic are about 50% smaller than the
corresponding values obtained without paromomycin.

Figure 2 shows that RMSF are slightly higher for nucleotides in part (b) of the RNA fragment
than for those in part (a), especially for A1492 and A1493. A possible reason for the observed
RMSF discrepancies may arise from small differences in the initial positions of analogous
atoms in parts (a) and (b) in the crystal structure. In the original PDB file, atomic positions in
part (b) were determined with less accuracy than in part (a): they have higher temperature
factors, and are surrounded by a smaller number of localized water molecules. It was shown
that even a difference of 0.2 Å can lead to evident changes in the subsequent RNA
dynamics21. Although, in general, two long enough MD simulations of the same system should
converge to the same results, the limited sampling does not allow to cover all the accessible
configurations.

Overall, the CHARMM_PRO simulation gives the highest RMSF for almost all nucleotides
(see Table 1 for types of simulations) whereas the lowest values are observed in the
AMBER_EU simulation. The high RMSF corroborate with the RMSD analysis and show that
in our case the Charmm force field parameters allow for more mobility of nucleotides than the
Amber parameters. In most of the MD simulations RMSF of A1492 and A1493 are higher than
for the neighboring nucleotides due to their special role in the considered A-site RNA fragment
(see Section Mobility of A1492 and A1493 for a detailed description of the observed moves).

As shown in a recent study21, an important factor for the stability of paromomycin binding
site is the pair formed by U1406 and U1495. These nucleotides are in proximity to the adenine
triplet and form an uridine pseudo pair (see Figure 1b). Among simulations of the bare RNA,
their RMSF is the highest in the CHARMM_PRO and the lowest in AMBER_EU simulation.
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We do not observe any significant RMSF change of U1406 and U1495 upon antibiotic binding
but we notice various configurations of this pair which are described in The U1406○U1495
pair Section.

The RMSF obtained from MD simulations are of the same order as the RMSF calculated from
the crystallographic temperature factors presented in the original structure 1J7T (Figure 2,
black circles). One must, however, note that the temperature factors were determined for the
structure in the crystal environment i.e., with crystal packing forces and in the complex with
a ligand. There-fore, in the simulations of the bare RNA in solution, the MD derived RMSF
are expected to be higher than the crystallographic ones especially for residues forming the
binding cleft and the termini. In our case this is particularly visible for A1492, A1493, G1488,
G1489, U1490, G1491, and C1498 because the range of movement available for A1492 and
A1493 increases after removing the paromomycin; therefore, these and neighboring
nucleotides have to significantly adjust their positions to find the new potential energy
minimum.

The overall dynamical correlation patterns, presented in Figure 3 for the selected
AMBER_PRO simulation, are similar for all types of MD simulations. We observe a strong
positive correlation between the subsequent nucleotides (red diagonal), a weaker positive
correlation between nucleotides of the opposite strands forming base pairs (yellow counter-
diagonal, i.e., the diagonal starting in the left bottom corner), and also a negative correlation
between the nucleotides situated in the center and termini of the RNA helix (blue spots). Other
positive and negative correlation spots indicate the central bending and twisting of the RNA
helix. Spots of zero correlation denoted with black circles indicate the RNA bulge i.e.,
nucleotides A/G1408, A1492, A1493 and the neighboring ones whose mutual moves were not
correlated with other nucleotides. Only some subtle differences in correlation patterns for the
bare RNA, related to the use of different force fields and A1408G mutation, were noticed and
were mainly connected to movements of A1492 and A1493. The correlations derived from the
simulations of the complex with paromomycin (data not shown) suggest that the eukaryotic-
like structure bends less dynamically than the prokaryotic one because the negative correlation
areas are more intense and larger for the prokaryotic structure.

Mobility of A1492 and A1493
Adenines 1492 and 1493 are important for the binding of paromomycin because while flipping
out to the solvent they make space for the antibiotic. Our simulations were based on the crystal
structure of the complex, therefore, in the MD starting configuration, A1492 and A1493
occupied a flipped-out state. During the visualization of the MD trajectory we observed
extensive motions of those adenines into and out of the RNA helix. While outside of the helix,
the adenines moved generally as one pair but separate motions were observed towards the intra-
helical states.

Glycosidic and pseudorotation angles
One possible way to quantify these movements is to analyze the nucleotide glycosidic (χ) and
ribose sugar pseudorotation (P) angles20,44. For each trajectory we calculated the A1492 and
A1493 χ and P angles. We found, however, that it may be an insufficient measure. Such special
cases are presented in Figure 4. For example, a visualization of the AMBER_PRO trajectory
reveals that A1493(a) moves toward the inside of the helix around 8th ns, however this fact is
not reflected by an expected change in the glycosidic angle (see Figures 4a and 4b). Moreover,
in the AMBER_EU simulation the χ and P angles indicate the flipped-in configuration of
A1493(a), whereas the base, instead of being inside the helix, points toward the minor groove
of RNA, in almost perpendicular plane to the G1408(a) base (see Figures 4c and 4d).
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Hydrogen bonding
Therefore, to better classify adenine movements, we both carefully analyzed and visualized
trajectories and applied an additional measure based on the number of hydrogen bonds that
A1492 and/or A1493 formed with the opposite base 1408. This approach enabled us to
differentiate the flipped-in and flipped-out states of the adenines. The changes in hydrogen
bonding are presented in Figure 5 and show that, in general, adenines in parts (a) and (b) can
behave differently. We also observed differences in the hydrogen bond network between the
simulations of the native and A1408G mutated structure, which are more pronounced in the
Charmm force field. In CHARMM_EU A1493(a) forms two or three hydrogen bonds with the
opposite G1408(a) and this pair lasts throughout almost entire simulation (see Figure 5a).
Whereas in CHARMM_PRO A1493(a) is connected to A1408(a) by one or two hydrogen
bonds that break after approximately 5 ns (Figure 5b). By the end of the CHARMM_PRO
simulation the A1493(b):A1408(b) pair is created but it is still far less stable than the one of
the CHARMM_EU simulation. This observation suggests that the G:A interactions are more
stable than the A:A ones which may be one of the causes of paromomycin selectivity toward
bacterial RNA, where the pair A1408:A1493 can be more easily broken facilitating the
antibiotic binding.

On the other hand, in the simulations with the Amber force field of the eukaryotic-like A-site,
i.e., AMBER_EU, we did not observe the hydrogen bonding between A1492 or A1493 and
G1408 in neither part of the molecule (see Figure 5c). In part (b) the adenines were in a flipped-
out configuration throughout the entire simulation, whereas in part (a) A1493(a) was outside
of the helix, stacking with A1492 and interacting with the minor groove of the RNA (as in
Figure 4d). In contrast, in the AMBER_PRO simulation the hydrogen bonds between A1493
and A1408 were formed in both RNA parts (Figure 5d). In part (a) only one base, A1493(a),
was in the flipped-in state, and A1492(a) was bulged out to the solvent, whereas in part (b)
A1493(b) moved toward the inside of the helix at about 10th ns, A1492(b) followed it after
another ~7 ns, and then both adenines stayed in the flipped-in configuration till the end of the
simulation. In this conformation only one base at a time could form the hydrogen bonds with
the opposite A1408(b), thus in Figure 5d the exchange of bonds is visible.

Intra-helical configurations
We detected several different intra- and extra-helical adenine configurations. In order to
differentiate between the intra-helical states, apart from monitoring the number of hydrogen
bonds formed with A1408 or G1408, we also analyzed the conformations of the three bases in
relation to one another. Exemplary pairings are presented in Figure 6. In CHARMM_EU
simulation the G1408(a):A1493(a) pair was well-defined in a conformation called the
sheared GA pair44, where the A1493(a) N7:G1408(a) N2 and A1493(a) N6:G1408(a) N3
hydrogen bonds were formed. A similar configuration was observed in the X-ray structure
(PDB entry 2FQN) of the eukaryotic A-site but with G1408 and A1493 forming only one
hydrogen bond — A1493 N7:G1408 N2. Figures 7a and 7b present the comparison of the
2FQN X-ray structure with an MD snapshot. The A1493(a) N7:G1408(a) N2 bond was also
created in the AMBER_EU simulation but, as mentioned before, A1493(a) was located outside
of the RNA bulge in almost perpendicular plane to G1408(a) as shown earlier in Figure 4d.

In CHARMM_PRO and AMBER_PRO simulations, forming of the A1493 N6:A1408 N3
hydrogen bond was observed in both RNA parts. Moreover, in AMBER_PRO also the A1493
(b) N6:A1408(b) N1 hydrogen bond was present for approximately 2.5 ns (see Figure 6). Such
interaction can be also found in prokaryotic NMR structures (PDB entry 1A3M) where the
adenine triplet accomplished a very similar configuration. The comparison with an MD
snapshot is shown in Figures 7c and 7d. Also other conformations of A1493(b) and A1408(b)
were seen in the AMBER_PRO simulation (data not shown) where a A1493 N1:A1408 N1
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hydrogen bond was formed, similarly to the X-ray structure of the 30S subunit (PDB entry
1J5E). However, this hydrogen bond was not stable in our simulation.

In CHARMM_PRO simulation an interesting configuration was observed and is presented in
Figure 8. U1495(a) bulged out which led to the formation of U1406(a):G1494(a), C1407
(a):A1493(a) and A1408(a):A1492(a) pairs. This conformation was quite stable and lasted
from the 13.5 ns till the end of the simulation. Moreover, a similar shift of the pair-forming
was observed in analogous simulation in complex with paromomycin (see below). The RNA
is, in general, characterized by a complicated internal dynamics and this kind of pair forming
with one nucleotide bulging out of the helix is often found in RNA structures50, however in
the A-site this kind of shift was not yet observed.

Extra-helical states
Our simulations also provided a wide range of the adenine flipped-out conformations. Due to
the available configurational space these are more difficult to quantify than the flipped-in states,
therefore, in Figure 9 we only present an ensemble of configurations derived from the MD
trajectory. The conformations with the most bulged out adenines were found mainly in the
simulations with the Amber force field and resembled the 1J7T and 1IBM X-ray structures.
Types of flipped-out configurations where adenines interact with the minor groove of the RNA
helix are similar to those observed in the 1A3M NMR models.

Time scale of adenine states
In several experimental studies, concerning the prokaryotic A-site, it was suggested that A1492
can occupy the flipped-in and flipped-out states with the same probability11,12 or with a slight
preference toward the intra-helical configuration18 (69% of the time A1492 was in a flipped-
in state). In theoretical studies, the A1492 and A1493 flipping events were observed to occur
both together and separately17,19 or only for A149220. Interestingly, in19 more flipping
events were noticed for A1493, whereas in20 it was A1492 that was more dynamic. Moreover,
in19 the authors estimated that the flipped-in state is slightly preferred energetically (the
difference between the flipped-in and flipped-out state was 0.66 and 1.01 kcal/mol for A1492
and A1493, respectively). This result correlates with our observations because overall the
adenines prefer an intra-helical configuration. In every simulation of the bare RNA adenines
moved toward the inside of the RNA helix although the hydrogen bonds were not always
formed and sometimes bases returned to their initial extra-helical state. This fact can be best
analyzed with the time scale of measurable base pair opening angle presented in Table 3.

Complex with paromomycin
In order to analyze the influence of the ligand on the mobility of adenines, we performed two
MD simulations of the complex with paromomycin, denoted CHARMM_PRO_PAR and
CHARMM_EU_PAR. The number of hydrogen bonds between the RNA strands is presented
in Figure 10. The overall structure of the A-site was more stable than in the corresponding
Charmm simulations without the ligand, however, still not as stable as in no-ligand Amber
force field simulations (compare Figure 10 with Figures 5d and 5c).

Visualization of the trajectory shows that in CHARMM_EU_PAR simulation, part (a) adenines
moved toward the minor groove of the RNA helix at about 5th ns and they stayed in the
conformation presented in Figure 11a until the end of the simulation. Adenines in a similar
position were reported in the NMR structure of the prokaryotic A-site model complexed with
paromomycin (PDB entry 1PBR). In part (b) of the RNA fragment, both adenines stayed in
the flipped-out state shown in Figure 11b for about 7 ns. Then A1492(b) moved inward, and
A1493(b) bulged out even more into the solvent to a conformation shown in Figure 11c. Next,
between 12thand 16th ns of the simulation, A1492(b) formed a hydrogen bond with G1408(b)
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(see Figure 10b). A similar conformation was found in a prokaryotic structure, 1T0E, where
A1493 is bulged out, and A1492 and A1408 form a pair.

In CHARMM_PRO_PAR, A1492(a) and A1493(a) acquired a flipped-out conformation
throughout the entire simulation, resembling the configuration from the starting structure. In
this part of the RNA we also noticed a slipped configuration of G1494(a), U1406(a) and U1495
(a), similar to the one observed in CHARMM_PRO simulation presented in Figure 8, but here
C1407(a) was not paired with A1493(a). This configuration lasted for about 5 final ns of the
MD simulation. In part (b) of the RNA, both A1492(b) and A1493(b) moved toward the RNA
groove in the beginning and formed a stable configuration similar to the one presented in Figure
11a and to the one found in the 1PBR structure. These adenines possessed, however, great
mobility and they sometimes moved back out to the configuration presented in Figure 11d.

In summary, the presence of paromomycin makes A1492 and A1493 acquire more often the
flipped-out conformation. The two simulations of the complexes display very similar
configurations of the adenines, however, in general in the simulation of the A1408G mutated
structure the extreme configurations with adenines bulged out into the solvent were less
frequent than in the simulation of the original, non-mutated RNA helix.

The U1406○U1495 pair
The highly conserved U1406○U1495 pseudo pair is expected to be of fundamental importance
for the ribosome function7. The stability of the U1406○U1495 pseudo pair has been recently
reported as an important factor for the stability of the whole A-site RNA fragment21. This pair
is most often found in two distinct geometries presented in Figures 12a and 12b. In the first
geometry the hydrogen bonds are formed between U1406 N3 and U1495 O4, and between
U1406 O2 and U1495 N3, while in the second geometry — between U1406 O4 and U1495
N3, and between U1406 N3 and U1495 O2. According to the NMR structures14, the first
geometry is the preferred one, whereas in the crystal structures the uracil pair is found in the
second geometry2,22. In general, the hydrogen bond between N3 and O2 is mediated by a
water molecule. However, in the initial simulation structure, the water molecule is visible only
in one part of the RNA between the N3 atom of U1406(a) and the O2 atom of U1495(a). The
lack of electron density from a water oxygen in part (b) may be correlated with the fact that
this half was resolved with lower accuracy. Still, in the reports of recent MD simulations of
the A-site RNA complexed with paromomycin, it was suggested that a water molecule should
also be present in part (b)21.

Uridine pseudo pair in the bare RNA fragment
According to our MD simulations the aforementioned hydrogen bond distances differ between
the Amber and Charmm force fields, as well as between the native and A1408G mutated
trajectories. Figures 12c and 12d present exemplary data. In the CHARMM_PRO simulation
the uridine pair in part (a) was formed three times and only for a few nanoseconds: twice in
the second and once in the first geometry with only one of the expected hydrogen bonds truly
formed (Figure 12c). In the first geometry it was U1406(a) N3:U1495(a) O4, and in the second
— U1406(a) O4:U1495(a) N3. The distances between other atoms in each geometry suggest
that those contacts might be mediated by a water molecule (see discussion in the Hydration
density Section). In the same simulation but in part (b) (data not shown), the uracil pseudo pair
as in the second geometry formed in the beginning and lasted for approximately 1.2 ns, then
it switched to the first geometry for another 2 ns before the uridines drifted away from each
other for the remaining simulation time.

In the CHARMM_EU simulation, in part (b) of the RNA, the uridine pseudo pair was not well
defined and the four monitored distances between atoms of U1406(b) and U1495(b) showed
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that these bases were apart throughout the entire simulation (data not shown). On the other
hand, in part (a) the uridine pair attained the second geometry for almost all of the simulation
time and only a short opening event was observed between 6.12 and 6.66 ns.

In the simulations with the Amber force field the uridine pseudo pair in parts (a) and (b) was
well preserved and appeared mainly in the second geometry. However, in the AMBER_PRO
simulation the pair in part (a) switched its conformation to the first geometry for several
nanoseconds from 4th to 7th ns (Figure 12d) and short opening events were observed in both
parts – around 13th ns for 450 ps in part (a) and around 2nd ns for 465 ps in part (b). In
AMBER_EU around 4.5 ns only one ~200 ps long opening occurred in part (b) of the molecule
(data not shown). Also in the Amber force field we noticed that the distance between U1406
N3 and U1495 O2 fluctuated more than the one between U1406 O4 and U1495 N3, which
suggests that a water-mediated hydrogen bond was formed (see Hydration density Section).

In summary, in the simulations with the Charmm force field the uridines were not as stable as
in the Amber force field. Furthermore, the A1408G mutation possibly reduced the flexibility
of the system because in both force fields the U1406○U1495 pair in the mutated structure
formed the second geometry almost throughout the entire simulation, similar as in experimental
studies2.

Uridine pseudo pair in complex with paromomycin
In MD simulations of the RNA-paromomycin complex, the uridine pair was formed, however
for a limited time. In the CHARMM_PRO_PAR simulation, only part (a) uridines acquired
any of the previously described geometries. Figure 13a shows that the first geometry with both
hydrogen bonds formed around 4th ns for approximately 200 ps. Later around 6th ns only one
interaction i.e., U1406(a) N3:U1495(a) O4 was created for about 7 ns, with an opening event
of 0.5 ns. After-wards, U1495(a) bulged out and stayed in that configuration until the end of
the dynamics.

In the simulation of the mutated RNA complexed with paromomycin (CHARMM_EU_PAR)
the uridine pair was formed only in part (b) of the RNA helix (see Figure 13b). The U1406(b)
○U1495(b) pair formed two hydrogen bonds in the first geometry only once from ~3th ns to
~9th ns. Still, several times one contact per geometry was created. Part (a) uridines often formed
one hydrogen bond per each geometry for a very limited time (the longest event lasted for about
0.5 ns, data not shown).

Our data suggest that paromomycin does not necessarily stabilize the uridine pseudo pair. In
both simulations with the ligand, this pair was formed only for a limited time and U1495 often
bulged out into the solvent. In the experimentally resolved structures of the model A-site
complexed with neamine and its derivatives, the uridines also do not form a pair although it is
U1406 that bulges out2. Interestingly, even when no hydrogen bonds were formed, only U1495
flipped out and its movements were more dynamic than U1406, probably because of the
interactions between U1406 and paromomycin, which prevented this uridine from flipping out.

Ion densities
In physiologic pH, all five paromomycin amino groups (Figure 1a) are positively charged3.
Their electrostatic interactions with the negatively charged RNA provide a major contribution
to the binding free energy26,51–53. It was suggested that, upon binding, aminoglycosides expel
positive ions that natively occupy the RNA bulge12,54,55. In order to check if there is any
localized ion density in the binding site in the absence of paromomycin, we analyzed an average
distribution of sodium ions in the simulations without the antibiotic. We wanted to detect any
differences introduced by the choice of force field and by the A1408G mutation.
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One of the most dense areas (more than 0.053 sodium ions per Å3) was found at similar
positions in parts (a) and (b) in every simulation of the bare RNA (see Figure 14, pink areas).
It corresponds to the binding location of paromomycin ring II, that carries two amino groups,
indicating a particular complementarity of the receptor and ligand electrostatic fields in this
area. This stands in agreement with other experimental1 and MD21 studies which show that
rings I and II, common to most aminoglycosides, are the “anchor” for their binding to the A-
site.

Interestingly, another area of high sodium ion density (more than 0.053 per Å3) was found in
the vicinity of the O6 atom of G1408 in all the simulations of the mutated RNA (see Figure
14b), including the one with paromomycin. No such elevated ion density in the corresponding
location in the simulations of the prokaryotic RNA was observed because in those structures
the O6 oxygen is exchanged to an amino nitrogen (A1408 N6). A well localized positive ion
density around the O6 oxygen of G1408 indicates that it is an important source of negative
potential in the eukaryotic binding site.

Hydration density
Several contacts between paromomycin and RNA are accomplished indirectly, through water
molecules2,22. In the 1J7T structure the positions of numerous crystal water molecules were
resolved. To determine the distribution of water molecules within the binding cleft in the
absence and presence of the antibiotic, we analyzed the MD hydration patterns. After
superimposing the crystal water molecules of the initial structure of the complex onto the MD
derived water densities, some areas of high water density (more than 0.23 water oxygens per
Å3) were identified. Table 4 and Figure 15 present those areas and compare them with the
positions of some of the crystallo-graphically resolved waters (see Figure 1a for the location
of the water molecules situated less than 4 Å from paromomycin and reference22 for the
information on the remaining ones).

Water molecules number W8, W9, W14, W32 and W44 link the paromomycin with nucleotides
A1408, A1492, A1493, U1406 and U1495 (Figure 1a). Therefore, we checked if there is an
increased water density in their positions prior to the ligand binding (i.e., in the bare RNA) or
whether it is the ligand that stabilizes those water molecules, possibly contributing to an
unfavorable entropic effect. Table 4 shows that the high water density for W32 was not
reproduced in any of the simulations without the antibiotic. This can be explained by the fact
that W32 mediates between the O6′ oxygen of paromomycin ring I and O2P atom of A1493
that displayed higher mobility than other atoms in the binding site due to A1492 and A1493
flipping. Similarly, the position of water W14, connecting ring I of paromomycin with the O1P
atom of A1493, was not reproduced in any simulation of the bare RNA. However, in proximity
of W44, which is also located near the bulge, the areas of high water density were observed in
most of the simulations. The reason may be that W44 is close to and stabilized by G1494.

The position of the water molecule W9, which mediates between paromomycin and base no.
1408, was reproduced only in the simulations of the complex, in contrast to molecule W51 in
its vicinity which was reproduced in most of the simulations. Interestingly, near W2 in part
(b), which corresponds to W9 in part (a), areas of high water density were observed in the
simulations of the mutated structure and with the antibiotic. In both AMBER_EU and
CHARMM_EU, A1492(b) and A1493(b) did not flip inside the bulge what could explain the
presence of water molecule W2. Molecules W1, W4, W25, W27 and W28, located at the extra-
helical side of nucleotide 1408, were generally reproduced in the simulations of the bare RNA.
This probably means that it is the paromomycin that stabilizes the water molecules inside the
cleft during the binding process.
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The W8 water molecule in part (a) and the corresponding W54 in part (b) bridge the interactions
between the paromomycin and the uridines U1406 and U1495. An increased water density,
corresponding to their crystallographic positions, was found only in CHARMM_PRO_PAR
simulation and only in part (b) of the system. On the other hand, the water molecule W49,
which is localized at the outer side of the helix and contributes to the stability of the U1406(a)
○U1495(a) pair1,21 was reproduced in both Amber simulations (AMBER_PRO and
AMBER_EU) and in both parts of the system (Figures 16a and 16b) even though in the crystal
structure it is present only in the (a) part. Likewise, in the CHARMM_PRO simulation we
noticed an area of increased water density in the vicinity of both uridine pairs, outside of the
RNA helix (Figures 16c and 16d), however in part (a) this density was situated above the plane
of the base pair and in part (b) it was further away from the pair than in the Amber force field
simulations. Moreover, as reported in The U1406○U1495 pair Section, in the CHARMM_PRO
simulation these uridines formed a pair only for a limited time. Therefore, one cannot be sure
whether these areas indicate a water-bridged hydrogen bond or if they correlate with the water
simply occupying a gap created when the pair was destroyed.

Apart from these identified areas of high water density, in all of the simulations of the bare
RNA, we observed water dense areas located very near or even in the same position as atoms
of rings I and II of paromomycin. Therefore, the antibiotic would have to expel these water
molecules out of the cleft in order to bind.

Conclusions
To investigate the dynamics of the ribosomal A-site we performed six 20-ns long MD
simulations, which differed in the applied force field (Amber or Charmm) and initial structure
and sequence (original or A1408G mutated A-site RNA with or without paromomycin). We
analyzed the differences in the dynamics between the two mirrored parts of the RNA fragment,
as well as between trajectories corresponding to prokaryotic and eukaryotic-like structures.

A1492 and A1493 intra- and extra-helical states
We observed multiple intra- and extra-helical states of A1492 and A1493 whose mobility was
also reported in17,19 but with the use of the targeted or replica-exchange MD. In all
simulations, the adenines in part (a) behaved differently than those in part (b) of the RNA helix.
In general, adenines moved separately and only one adenine pair adopted a stable flipped-in
configuration. The observed adenine configurations correspond to available experimental
structures both, NMR and X-ray. Interestingly, in the simulations of the bare RNA,
configurations with adenines bulged out into the solvent to the extent as in the starting 1J7T
X-ray structure were found only in the simulations with the Amber force field. Similar studies
but on a different RNA sequence38 indicate that Charmm force field may favor configurations
observed in the NMR, whereas Amber – those in the X-ray experiments. However, in our case,
the positions of A1492 and A1493 in all six simulations correlated uniformly with the ones
from NMR and X-ray structures. We must note that not all of the experimentally seen
configurations were observed in our simulations, probably due to not long enough sampling
or force field limitations.

Based on the simulations with the Charmm force field, the hydrogen bond network between
A1492 or A1493 and A1408 or G1408 suggests that in the eukaryotic-like structure the
interactions are more stable and thus more difficult to break. This fact may explain the
aminoglycosidic resistance gained by the bacteria upon the A1408G mutation7–9.
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U1406○U1495 pairing affects the flexibility of the A-site
The U1406○U1495 pseudo pair is an important factor for the stability of the A-site. Our studies
show that even a small difference in the RMSF of this pair can lead to an increased mobility
of other A-site nucleotides. The number of hydrogen bonds formed within this uridine pair and
their duration suggest that this pair is more stable in Amber than in Charmm force field. In the
Amber force field simulations, the uridine pair appeared in the same configuration as in the
starting crystal structure22 almost throughout the entire simulation.

On the other hand, in the simulations of the RNA-paromomycin complex the stability of the
uridine pair does not influence that much the flexibility of the A-site. It seems that binding of
the antibiotic provides enough interactions to stabilize this site on its own. In several X-ray
structures of the RNA complexed with neamine and its derivatives2, the uridine pair was broken
and U1406 was found in a flipped-out state. In our simulations, however, it was the U1495
that bulged out.

Na+ and water molecules gather in the binding cleft
It was proposed that upon binding aminoglycosides expel water molecules and ions from the
binding site12,54. The crystal structure of the A-site complexed with the antibiotic reveals
some indirect bonds formed via water molecules.

In the bare RNA we observed that the sodium ion density has its maximum in the location of
paromomycin ring II, which suggests complementarity of the receptor and ligand electrostatic
fields. We also found that the A1408G mutation causes slight changes in the positions of the
sodium ions within the binding cleft because they tend to gather near the O6 atom of G1408
and are absent around N6 in the presence of A1408. It seems that this additional possible cation
location in the mutated RNA may also contribute to hindering the binding of aminoglycosides
that would need to expel more ions from the binding cleft.

Some of the water-mediated contacts between paromomycin and RNA may be easily formed
because simulations show that water molecules are already close to their locations as in the
crystal structure of the complex. Also one of the hydrogen bonds formed between U1406 and
U1495 is probably accomplished through a water molecule because in the Amber force field
simulations, where the uridine pseudo pairs were well-defined, we found high water density
areas close to and between the uridines.

In conclusion, while approaching the binding site, paromomycin has to displace both, water
molecules and ions, which are located in positions of rings I and II. Interestingly, the A1408G
mutation alters the sodium ions’ density distribution in the paromomycin binding site.

Performance of the force fields
MD studies of RNA are in general more problematic than simulations of proteins or even DNA.
Apart from the fact that RNA is highly charged and adding many counterions to the simulated
environment is required, RNA, in contrast to a typical DNA helix, can form complicated tertiary
structures leaving the well defined equilibrium states that the force fields were primarily
designed to describe. Moreover, force field parameters designed for nucleic acids did not
undergo so many tests as the ones for proteins because they were introduced later. In our study,
we compared the simulations with two popular force fields Amber and Charmm. RMSD and
RMSF values, as well as the observed stability of the selected base pairs, suggest that in the
Amber force field the RNA double helix is more stable than in the Charmm force field.

One must note that the applied force fields were not initially designed for long, 20-ns
simulations. Amber force field may perhaps restrain the system too much. Moreover, with
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these force fields we were not able to include divalent ions, such as Mg2+, although they seem
significant in certain processes, because these ions are poorly represented (e.g. the force fields
do not provide for polarization effects). Therefore, more MD studies on RNA simulations are
desirable to assess force field limitations which would help MD become more reliable.

Supplementary Material
Refer to Web version on PubMed Central for supplementary material.
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Figure 1.
(a) Structural view of paromomycin heavy atoms with ring numbering and marked crystal
water molecules which mediate its binding to RNA. Colors correspond to atom types: cyan—
carbon, blue—nitrogen, red—oxygen; “W” stands for the water oxygen. Gray lines symbolize
hydrogen bonds. Water numbering is taken from the 1J7T PDB file with brackets denoting
numbering in part (b) of the RNA duplex. (b) The sequence of the simulated 16S rRNA
fragment with the added terminal cytidines (C1402(a) and C1402(b)). Adenines which were
mutated to guanines are circled in black. Blue numbering indicates the sequence of the bases
as in the original 16S rRNA of E. coli. (c) A model of one of the paromomycin binding sites
complexed with the antibiotic shown as van der Waals spheres.
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Figure 2.
Root mean square fluctuations (RMSF) of nucleotide positions averaged over 20 ns MD
simulations. See Figure 1b for the nucleotide numbering in parts (a) and (b). Asterisk (*)
denotes that the base in this position is either guanine (G), as in eukaryota, or adenine (A), as
in prokaryota. The comparison with the RMSF of the crystal structure of the complex is also
shown.
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Figure 3.
Exemplary dynamical correlation matrix derived from the AMBER_PRO MD simulation.
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Figure 4.
Plots showing glycosidic (“chi”) and pseudorotation (“P”) angles changes in time [(a), (c)] in
comparison with the configurations observed in MD trajectories [(b), (d)]. Black frames in
plots (a) and (c) indicate the period in the simulation when the configurations presented in
figures (b) and (d) were observed. Correct ranges of parameters for a base inside the helix are
P ≈ 18° and χ ∈ {[–180; –90] ∪ [90; 180]}°.
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Figure 5.
The number of hydrogen bonds (hb) formed between base pairs in the RNA helix presented as
a function of the simulation time. Calculations were performed using X3DNA45 program.
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Figure 6.
Distances between the selected atoms of A1493 and A1408 or G1408 plotted as a function of
the simulation time (see text for details on the atom selection). The insets present the types of
interactions.

Romanowska et al. Page 22

J Phys Chem B. Author manuscript; available in PMC 2009 November 27.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Figure 7.
Comparison of A1492, A1493 and G/A1408 configurations observed in MD simulations and
experimentally resolved structures. Only heavy atoms are shown, hydrogen bonds are denoted
as dashed black lines.
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Figure 8.
A configuration of the A-site observed in the last 7 ns of the CHARMM_PRO simulation: (a)
the trajectory snapshot; (b) a scheme of the formed hydrogen bonds — compare with Figure
1b.
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Figure 9.
Snapshots of the A-site model derived from the AMBER_EU simulation depicting the range
of moves of A1492 and A1493 in the bare A-site.
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Figure 10.
The number of hydrogen bonds (hb) formed between base pairs in the RNA helix derived from
MD simulations with paromomycin. Calculations were performed with X3DNA45.
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Figure 11.
Snapshots from the trajectories of the RNA-paromomycin complexes depicting conformations
of A1492 and A1493; van derWaals spheres represent paromomycin; (a)–(c)
CHARMM_EU_PAR, (d) CHARMM_PRO_PAR.
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Figure 12.
Two possible geometries of the uridine pair: (a) first geometry, (b) second geometry. Distances
between the selected atoms of part (a) uridines plotted as a function of the simulation time: (c)
CHARMM_PRO and (d) AMBER_PRO (see text for details on the atom selection). The time
intervals when the uridines adopt a certain geometry are marked with horizontal lines and labels
identifying the geometry.
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Figure 13.
Distances between the selected atoms of uridines during MD simulations (a)
CHARMM_PRO_PAR (part (a) of the RNA helix) and (b) CHARMM_EU_PAR (part (b) of
the RNA helix); (see text for details on the atom selection, and Figures 12a and 12b for the
definition of the first and the second geometry, respectively). The time intervals when the
uridines adopt a certain geometry are marked with horizontal lines and labels identifying the
geometry.
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Figure 14.
Areas of sodium ion density (in pink) of ≥ 0.053 ions per Å3 derived from MD simulations in
the Amber force field (part (b) of the molecule) and the superimposed crystal structure of the
complex with paromomycin (PDB entry 1J7T); van der Waals spheres denote the U1406(b)
○U1495(b) pair (in brown) and A/G1408(b), A1492(b), A1493(b) (in orange).

Romanowska et al. Page 30

J Phys Chem B. Author manuscript; available in PMC 2009 November 27.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Figure 15.
Areas of high water density (light blue, ≥ 0.23 water oxygens per Å3) located in part (a) of the
simulated structure, superimposed on the crystal structure of the complex with paromomycin
(PDB entry 1J7T); van der Waals spheres denote the U1406(b)○U1495(b) pair (in brown) and
A/G1408(b), A1492(b), A1493(b) (in orange); smaller spheres symbolize crystal water oxygen
atoms, the ones which were identified in the simulation are marked in green and the ones
discussed in the text are numbered.
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Figure 16.
Areas of high water density ((a) 0.28, (b) 0.35, (c) 0.22 and (d) 0.24 water oxygen per Å3)
located near the U1406○U1495 pseudo pair. For the sake of clarity, only one area or several
areas of high water density nearest the uridine pair are shown; the red sphere denotes the water
oxygen (W49) in the position as in the 1J7T crystal structure.

Romanowska et al. Page 32

J Phys Chem B. Author manuscript; available in PMC 2009 November 27.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

Romanowska et al. Page 33

Table 1
Types of MD simulations and their abbreviations used in the text. PRO denotes simulations performed for the
prokaryotic RNA sequence with A1408 and EU—for the A1408G mutated structure corresponding to eukaryotic-like
sequence.

Amber Charmm

prokaryotic (A1408)

with paromomycin — CHARMM_PRO_PAR

without paromomycin AMBER_PRO CHARMM_PRO

eukaryotic (G1408)

with paromomycin — CHARMM_EU_PAR

without paromomycin AMBER_EU CHARMM_EU
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Table 2
RMSD of atomic positions (with standard deviations) from the initial MD configuration averaged over 20 ns MD
simulations. For labels denoting the simulation type see Table 1.

average RMSD [Å] part (a) part (b)

AMBER_PRO (1.56 ± 0.39) (2.45 ± 0.39)

AMBER_EU (2.16 ± 0.34) (2.39 ± 0.25)

CHARMM_PRO (3.04 ± 0.37) (3.10 ± 0.33)

CHARMM_EU (3.33 ± 0.32) (3.33 ± 0.28)

CHARMM_PRO_PAR (1.66 ± 0.22) (2.28 ± 0.12)

CHARMM_EU_PAR (1.50 ± 0.18) (1.56 ± 0.12)
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Table 3
Percentage of time a pair is formed, and thus an opening angle is measurable, in various types of MD simulations (see
Table 1).

bases forming the pair:

A/G1408(a) and A/G1408(b) and

A1492(a) A1493(a) A1492(b) A1493(b)

AMBER_PRO — 49.8% 9.0% 25.0%

AMBER_EU — 2.7% — —

CHARMM_PRO 40.8% 24.9% — 27.6%

CHARMM_EU 1.5% 88.8% — —
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