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Abstract
Voice acoustic analysis is typically a labor intensive, time consuming process that requires the
application of idiosyncratic parameters tailored to individual aspects of the speech signal. These
processes limit the efficiency and utility of voice analysis in clinical practice as well as applied
research and development. In the current study, we analyzed 1120 voice files using standard
techniques (case by case hand analysis); taking roughly 8 weeks of personnel time complete. The
obtained results were then compared to the analytic output of several automated analysis scripts that
made use of pre-set pitch range parameters. The automated analysis scripts reduced processing time
of the 1680 speech samples to less than 2.5 hours and produced results comparable to the hand
analysis when pitch window were appropriately selected to account for known population differences
(i.e., sex differences). Caution should be exercised when applying suggested settings to pathological
voice populations.

Introduction
Acoustic analysis of the voice requires the selection of parameter settings specific to sample
characteristics such as intensity, duration, frequency and filtering. Historically, acoustic
experiments have relied on small sample sizes, where the laborious use of idiosyncratic
parameters for individual samples on a case-by-case basis was feasible (Kent & Read, 2002).
As a result, most voice acoustic studies lack standardized or automated analytical procedures
(Titze, 1994). In addition, perceptual evaluation of the voice during clinical investigations
remains the primary method for assessing vocal change (Kent & Read, 2002). However,
Carding, Carlson, Epstein, Mathieson and Shewell (2001) have identified numerous limitations
of perceptual voice analysis, citing poor reliability of analyses within and between raters
(Bassich & Ludlow, 1986), disparity in the design of the available perceptual rating scales,
variability of the human voice and difficulties interpreting complex acoustic signals as
contributory factors. Despite these limitations, it has to be acknowledged that some clinical
populations may not be suitable for standardized analysis procedures. Voice disorders such as
glottal fry (where the voiced speech signal may contain non periodic signals) or individuals
with atypical frequency profiles (e.g., puberphonia) may also be inappropriate for generic
analysis procedures, and thus require a combination of perceptual and idiosyncratic evaluation.

The need for objective and repeatable evaluation of vocal change in large, generalizable
experimental settings calls for greater accountability and quantitative judgment in voice
acoustic research (Eskenazi, Childers, & Hicks, 1990; John, Sell, Sweeney, Harding-Bell, &
Williams, 2006; Kent, 1996). Standardized acoustic analysis has the comparative advantage
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of providing objective and repeatable measures of vocal change relative to procedures based
on perceptual judgments.

Current procedures for acoustic voice analysis typically require idiosyncratic specifications of
pitch range settings that determine window length, selection of intensity cut-offs, hand splicing
of sound files, and expert knowledge of particular software/hardware configurations. Such
case-by-case analytic procedures are time and resource intensive, and are an impediment to
the growing need for fast and accurate voice analysis. Development of standardized, automated
procedures could streamline this process, thus reducing the time, cost, and need for hands on
intervention.

Standardizing the selection of the pitch range settings for measuring particular acoustic
properties using known characteristics of the speakers could provide a means for enhancing
the efficiency of the analytic process. Window frame lengths determine how pitch contours
are displayed and computed and the application of inappropriate frame properties can result in
inaccurate and unreliable data. However, to date, very few studies have evaluated the effects
of systematically altering window frame length or pitch range settings on large batches of sound
files and compared them to idiosyncratically selected gold standards. Attempts to employ
automated pitch extraction and window length algorithms are being refined (Atkinson, Kondoz,
& Evans, 1995; Fette, Gibson, & Greenwood, 1980; Karnell, Scherer, & Fischer, 1991;
Rabiner, 1977), but this remains a complex process. Until fast and accurate techniques are
developed to facilitate large, batch processing of voice files, preset frame sizes designed for
distinct population groups will be required. Fortunately, tailored techniques that adapt to subtle
pitch variations within an utterance are generally unnecessary, as the variability within an
utterance is usually within one octave above or below the average pitch in a typical sample
(Rabiner, 1977).

A number of studies have addressed analytic processes related to window size or type (Fette
et al., 1980; Takagi, Seiyama, & Miyasaka, 2000), signal length requirements (Scherer, Vail,
& Guo, 1995), timing (Green, Beukelman, & Ball, 2004), prosodic measures (Hirst, 2002) and
appropriateness of stimuli used to elicit acoustic measures (Zraick, Wendel, & Smith-Olinde,
2005). Calls for better standardization and automation of voice analysis are prevalent in the
literature, yet significant technical limitations remain. Consequently, objective studies of the
voice continue to be dominated by relatively small, clinical experiments that do not require
rapid processing of large batches of acoustic data. Understandably, there is little incentive to
develop or apply generic analysis settings under such circumstances. Additionally, the use of
generic analytical settings may not be appropriate for all acoustic measures. For example,
measures of perturbation like jitter and shimmer may vary within and between analysis tools,
as voices that violate assumptions of periodicity often require case-by-case evaluation (Karnell,
Hall, & Landahl, 1995; Perry, Ingrisano, & Scott, 1996; Titze & Liang, 1993). Similarly,
extraction of error free pitch measures from a voice that varies within a short period of time,
and differences between speakers due to sex or emotional state can be problematic (Mendoza,
Munoz, & Valencia Naranjo, 1996; Mueller, 1997). Consequently, it is important that window
frame lengths be kept small, as fast excursions of pitch should not be smoothed over (Gerhard,
2003). However, at the same time, the window frame length should be long enough to a
complete enough cycles of the periodic waveform (Fette et al., 1980; Karnell et al., 1991).

It is advantageous to the researcher that some acoustic measures appear to retain levels of
consistency despite alterations in analysis methodology, especially those relating to
fundamental frequency (f0). F0 has demonstrated robustness as an acoustic parameter in trials
comparing software configurations (Deliyski, Shaw, & Evans, 2005b; Kent, Vorperian, &
Duffy, 1999; Takagi et al., 2000), environments with poor signal to noise ratios (Deliyski,
Shaw, & Evans, 2005a) acquisition environments (Deliyski, Evans, & Shaw, 2005), and
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sampling rates (Deliyski, Shaw et al., 2005b). Aspects of motoric timing during speech
production, such as measures of pause frequency and speaking rate have also been found to be
important, replicable measures (Cannizzaro, Harel, Reilly, Chappell, & Snyder, 2004). Based
on existing literature and past experiences, a limited range of upper and lower bounds for
defining pitch ranges for voice acoustic analysis appear to be adequate for `normal' vocal
populations. Development of automated or semi-automated processes that would allow
widespread application of generic pitch ranges, in the context of voice acoustic analysis, has
the potential to lessen the use of idiosyncratic analytical settings. Evaluation of such a process,
however, requires comparison to results obtained through laborious, resource-intensive gold-
standard practices of individually analyzed files. Analysis of large batches of speech data using
automated processes could dramatically decrease the time and resources currently required by
acoustic studies, and could improve the reliability and repeatability of study results.
Considering a single, fixed window frame length has been shown to be unsuitable for all speech
samples (Rabiner, 1977). Therefore, this study investigated the potential use of generic pitch
range and window frame settings, tailored to the sex of the speaker. The resulting acoustic
measures are compared to those obtained through optimized gold-standard methods resulting
from individual, case-by-case analysis.

Methods
Participants

Twenty participants (10 female and 10 male, mean age = 40.5 years) who had participated in
a methodology study investigating speech changes associated with treatment for depression
were randomly selected from a cohort of thirty-five. Subject demographics, clinical
characteristics, participation criteria, and study procedures are described in Mundt, Snyder,
Cannizzaro, Chappie and Geralts (2007).

Data Collection
Speech samples produced in response to automated elicitation procedures were obtained over
a standard office telephone using an interactive voice response (Mundt et al., 2007) system.
Performance of the speech elicitation tasks produced samples of free speech (participants
extemporaneously discussed their recent physical, emotional and general functioning lasting
around one minute), prolonged vowels (/a:/, /ae:/, /u:/, /i:/), and reading of a standard passage
(Grandfather Passage - 175 syllables). Validation of the telephony-based procedures for
eliciting voice acoustic measures comparable to those obtained in a laboratory setting have
been published (Cannizzaro, Reilly, Mundt, & Snyder, 2005).

Each study participant produced 56 speech samples, generating a total of 1120 recordings for
vocal acoustic analysis. Each speech sample was individually scored by hand, requiring
approximately 350 to 420 hours of total personnel time. The case-by-case, hand-scored acoustic
measures provided the gold standards for evaluating the accuracy of the automated scoring
procedures described below.

Measures
The primary measures of interest for the current investigation were f0, f0 standard deviation
(SD) and f0 coefficient of variation (CV). These measures were selected because of their robust
analytical potential, as frequency measurements have be shown to be resistant to acoustic
artefaction and is largely independent of signal quality. Frequency profiles were calculated
from the samples previously mentioned. F0, and its corresponding SD and CV were derived
from all samples.
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Procedure and acoustic analysis
All speech samples were segmented and analyzed using PRAAT version 5.0.32 (Boersma &
Weenink, 2008) which employs a user-supplied estimate of analysis window length. Silences
were removed from the start and end of the sustained vowel samples and each sample was
truncated 1.5 seconds each side of the temporal midpoint. The other speech samples were not
truncated. In order to determine window length two primary parameters were considered. Time
step is a measurement interval (frame duration) in seconds and is calculated (when time step
is set to 0) by dividing 0.75 by (pitch floor), (e.g. if the pitch floor is 75 Hz, the time step equals
0.1 seconds; prompting PRAAT to compute 100 pitch values per second). Pitch floor
determines the length of the analysis window and also represents the lowest fundamental
frequency targeted within each sample. For calculation of pitch, the window should be long
enough to contain three periods (for pitch detection); for example, for a pitch floor of 75 Hz,
the window will be effectively 3/75 = 0.04 seconds long. Increasing the time step will speed
up the editor window, however, it may lead to under sampling of the pitch and formant curves,
which in turn, will influence the accuracy of selected measures. The pitch ceiling is a post-
processing step that ignores candidates above the prescribed setting, and promotes the most
efficient use of available data. A summary of the complete multi-parameter algorithm for
calculating the fundamental frequency, as it is implemented into the speech analysis and
synthesis program, PRAAT, is described in Boersma (1993).

Pitch range settings in PRAAT are the most important parameters in pitch analysis. As
described, the pitch floor determines the window length and the pitch ceiling restricts the values
being recruited during the analysis. Therefore, the question of automatically defining optimal
values for floor and ceiling is not a trivial one and the output can be fairly different depending
on the values used. The pitch range / window range settings could be displayed in time,
however, for ease of translation, the current study have maintained units of measurement in
hertz. Based on professional experience, recommended software settings, and clinical
impressions of pitch variation between male and female speakers, pitch floor values (50, 70,
and 100 Hz) were considered in conjunction with five pitch ceiling values (250, 300, 500, 600
and 625 Hz) as potential sex-specific, generic frequency window settings for automating
acoustic analysis. Pitch floor settings dictate that candidates below this frequency will not be
recruited; similarly, the pitch ceiling ensures that candidates above this frequency will be
ignored. All f0 plots were produced by an autocorrelation algorithm. The nine resulting sets
of acoustic parameters defining potential floor/ceiling pitch range settings were evaluated;
50-250 Hz; 50-300 Hz; 50-500 Hz; 50-600 Hz; 70-250 Hz; 70-300 Hz; 70-500 Hz; 70-600 Hz;
70-625 Hz; 100-250 Hz; 100-300 Hz, 100-500 Hz and 100-600 Hz. The results from each pitch
range setting were compared to data derived from the gold standard settings, based on unique
sample characteristics identified during hand scoring of the data reported in Mundt et al.
(2007).

The complete set of 1120 speech samples (20 subjects providing 56 samples each) were
analyzed using each of the 13 pitch range settings identified above. Thus, a total of 15680
analytic cycles were performed using automated batch processing of the speech samples. The
derived f0, f0 SD, and f0 CV measures obtained from each cycle were stored and compared to
the gold standard measures obtained from the individually hand scored samples. Gold standard
measures were determined by visually inspecting the waveform of each sound file and selecting
parts of the signal that were periodic. It is easy for speech scientists to visually identify parts
of the signal that conform to a regular pattern, however, this task is difficult for computer
programs. The signal characteristics (e.g., frequency range of sample) were then identified
manually and used for analysis. This process is very time consuming, however, it is currently
considered the most accurate method of acoustic analysis.
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Statistical analysis—Statistical differences of data sets were analyzed using one-way
ANOVA and differences between groups were assessed by Dunnett's method, which compares
independent variables (generic pitch settings) with control (gold standard) data using
commercially available statistics software (JMP Statistical Discovery, SAS Institute Inc. Cary.
NC, USA). Effect sizes were calculated using Cohens d. P-values <0.05 were considered
statistically significant.

Results
Data obtained via gold standard analysis were divided into two groups; male and female (table
1). Independent group t-tests were employed to compare the means of each measure. Results
revealed significant differences between males and females (p<0.05) for f0 and f0 SD values.

Measures that varied significantly between sexes, when analyzed via gold standard practices,
were then examined using the generic pitch range settings. Statistical differences between gold
standard techniques and trial pitch range setting groups were analyzed by one-way ANOVA
and Dunnett's multiple comparisons test using JMP 7.0 Statistical Discovery (SAS Institute:
NC, USA). Resulting differences between gold standard methods and specific trial pitch frames
were then further analyzed by Student's t-test.

Fundamental frequency
One-way ANOVA of the f0 obtained by each of the pitch range settings revealed significant
variance between groups for both female (F(4635)=10.94, p<0.0001) and male groups (F(3910)
=92.1, p<0.0001). Similar findings were observed on measures of f0 SD, female (F(4635)
=67.6, p<0.0001), male (F(3910)=166.74, p<0.0001) and f0 CV female (F(4635)=66.77,
p<0.0001) male groups (F(3910)=150.92, p<0.0001). These results suggest that f0, f0 SD and
f0 CV values require specific pitch range settings.

Dunnett's multiple comparison method revealed significant differences between methods on
the mean scores of f0, f0 SD and f0 CV for both female (table 2) and male (table 3) groups.

Data in tables two and three illustrate the degree of overall variability inherent in the selection
of frame range settings, despite controlling for a number of variables. All 1120 speech samples
were analyzed repeatedly using each pitch range setting, using the same software program and
analysis scripts. As only one aspect of the study was modified during each analysis cycle, all
observed variance in f0 was due to manipulation of pitch range settings.

Using f0 as a guide, a number of generic settings appeared to provide accurate estimates of
pitch, however, when the data was broken down by task, very few settings yielded equivalent
results across all stimuli and measures compared to data derived from hand selected settings.
In addition, speech samples that fell outside the prescribed generic pitch range settings were
not automatically analyzed, and consequently were not included in the results. All female data
was analyzed without exclusion, however 17 files were excluded within the male batch when
the pitch floor was 100Hz. In light of these issues, of specific interest are the experimental
conditions that, when broken down by sex and task, appear to be suitable for large batch analysis
of all acoustic data. Statistical differences and significant effect sizes were not observed
between gold standard techniques and specific pitch range lengths for pitch ranges between
100-300 Hz and 100-250 Hz for females, and 70 to 250 Hz for males.

Discussion
The use of sex-specific, generic pitch range lengths on more than 1100 speech files in an
automated analysis script produced statistically equivalent results to those obtained from
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idiosyncratic, individualized, gold standard practices. A strong relationship was observed
among window ranges determined by pitch range settings that adapted to the higher and lower
frequencies introduced by the sex of the speaker. Specifically, a clear set of pitch range settings
suitable for male participants were identified that encompassed low pitch floors (e.g., 70 Hz)
and mid level pitch ceiling (e.g., 250 Hz). Similarly, a pitch floor setting of 100 Hz and ceiling
settings of 250 and 300 Hz for female speakers yielded comparable results to current gold
standard practices. Identification of speaker sex, prior to analyzing the voice samples to obtain
acoustic measures like f0, permits part-individualization of analysis procedures and promises
to increase the efficiency and speed of analysis compared to current hand-scoring procedures.

These findings underscore the value of considering generic window lengths as a means of
expediting large batch voice acoustic analysis for both male and female populations.
Traditional analysis methods typically rely on labor intensive individually selected settings or
slow adaptive analysis algorithms based on variation in frequency within the speech signal
(Karnell et al., 1991; Morris & Brown, 1996; Rabiner, 1977). In the current study, hand scoring
of the 1680 voice files required roughly 10 weeks of personnel time. Adapting the analysis
settings based on known characteristics of the speaker offers an alternative to laborious,
idiosyncratic analyses. Such adaptive techniques must be validated in acoustic environments
that require fast and accurate analysis of several thousand speech files. Automated analysis of
the same 1680 voice files using sex specific pitch range settings only required an average of
five seconds per file.

The relationship between frame lengths and the f0 of a speaker is complicated due to the
inherent variation of frequency profiles from one speaker to the next (Hirose, Fujisaki, & Seto,
1992), but managing speaker specific analysis settings individuality requires extensive
expertise and time and is impractical for large volumes of data. If the pitch floor is set it too
low, very fast f0 changes will be missed, and if it is set too high, low f0 values will be neglected.
However, by separating populations into distinct vocal groups, for example, male and female,
a set of cohort specific settings can be applied. Such procedures could greatly reduce the labor
intensive process in current practices.

Inherent variability of the human voice precludes the use of generic frame lengths in all
populations, but standardized sex-specific pitch ranges may be suitable for a wide range of
`typical' frequency profiles. Individuals with frequency profiles outside expected levels may
not be accurately analyzed using automated acoustic analysis. However, establishing
reasonable restrictions on the recording environment, software selection, and effectively
screening participants could permit effective application of automated and standardized
acoustic analysis.

Clinically and within the literature, consideration of the prescriptive aspects related to both
procedure and analysis of voice acoustics, is rarely undertaken, despite calls for standardization
and consensus. Titze (1994) put forth some arguments for the implementation of standardized
recording techniques and analysis settings, stating that simplification of techniques will allow
for a reduction in the number of processes involved. Titze also suggests that standardization
can lead to conservation of resources. In this case, time, money and expertise.

In the current study 15680 analysis cycles used generic pitch range settings to obtain widely
used acoustic measures like fundamental frequency in individuals with periodic speech signals.
The measures obtained demonstrated that the use of appropriately selected, sex specific pitch
settings yield comparable results to measures obtained from individualized analysis
procedures. The acoustic data was analyzed in a fraction of the time, promising new
opportunities for researchers to improve the accuracy and reliability of large studies
investigating vocal acoustics while decreasing the labor and time required by current practices.
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