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We have studied a charge-insertion process that models the deprotonation of a histidine side chain
in the active site of cytochrome c oxidase �CcO� using both the continuum electrostatic calculations
and the microscopic simulations. The group of interest is a ligand to CuB center of CcO, which has
been previously suggested to play the role of the proton pumping element in the enzyme; the group
is located near a large internal water cavity in the protein. Using the nonpolarizable Amber-99 force
field in molecular dynamics �MD� simulations, we have calculated the nuclear part of the
reaction-field energy of charging of the His group and combined it with the electronic part, which
we estimated in terms of the electronic continuum �EC� model, to obtain the total reaction-field
energy of charging. The total free energy obtained in this MDEC approach was then compared with
that calculated using pure continuum electrostatic model with variable dielectric parameters. The
dielectric constant for the “dry” protein and that of the internal water cavity of CcO were
determined as those parameters that provide best agreement between the continuum and
microscopic MDEC model. The nuclear �MD� polarization alone �without electronic part� of a dry
protein was found to correspond to an unphysically low dielectric constant of only about 1.3,
whereas the inclusion of electronic polarizability increases the protein dielectric constant to 2.6–2.8.
A detailed analysis is presented as to how the protein structure should be selected for the continuum
calculations, as well as which probe and atomic radii should be used for cavity definition. The
dielectric constant of the internal water cavity was found to be 80 or even higher using “standard”
parameters of water probe radius, 1.4 Å, and protein atomic radii from the MD force field for cavity
description; such high values are ascribed to the fact that the standard procedure produces
unphysically small cavities. Using x-ray data for internal water in CcO, we have explored
optimization of the parameters and the algorithm of cavity description. For Amber radii, the optimal
probe size was found to be 1.25 Å; the dielectric of water cavity in this case is in the range of 10–16.
The most satisfactory cavity description, however, was achieved with ProtOr atomic radii, while
keeping the probe radius to be standard 1.4 Å. In this case, the value of cavity dielectric constant
was found to be in the range of 3–6. The obtained results are discussed in the context of recent
calculations and experimental measurements of dielectric properties of proteins. © 2009 American
Institute of Physics. �DOI: 10.1063/1.3060196�

I. INTRODUCTION

The most computationally efficient treatments of electro-
static interactions and estimation of pKa values in proteins
are based on the continuum models,1–3 in which the effective
dielectric constants for the protein are used. The results ob-
tained with such models are very sensitive to the value of the
dielectric constant; however, the optimal value of this param-
eter for a particular protein is difficult to choose or justify. In
fact, the protein dielectric constant �p is not a universal con-
stant but rather a parameter that depends on the model used.4

Thus, it has been suggested5 that �p�20 should be used in
macroscopic models, instead of a low dielectric �p�4 ob-
served in the experiments on dry protein powders6,7 and sup-
ported by some simulations.8–10 For example, Miyashita et
al. found reasonable agreement with experiment when the
dielectric constant of the protein �p was assumed to be

10–20.11 Furthermore, Muegge et al. suggested that when
charged groups are considered, the protein dielectric constant
should be as high as 40 or even higher.12 Schutz and Warshel
have pointed out,4 however, that one needs to use large �p

only when both the reaction-field energy and protein field
�Coulomb interaction� energies are described with the same
value of �p. Once the restriction that the same �p is used for
both effects is removed �as it was first proposed by Krishtalik
et al.13�, the reaction-field energy is reproduced most consis-
tently with �p between 2 and 8 �Refs. 4 and 14–19� �depend-
ing on the protein, charge insertion site, and the semimacro-
scopic model used�; whereas, the protein field term is
reproduced with �p�1.13,15

Additional reason for variation of �p in different systems
is that proteins are inhomogeneous, different parts may have
different dielectric properties. One of the sources of inhomo-
geneity is internal water, which is expected to increase the
dielectric polarizability of the protein.6,7 Since different pro-a�Electronic mail: stuchebr@chem.ucdavis.edu.
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teins have different amounts of internal water, it is not sur-
prising that the resulting effective dielectric “constant” of
proteins can vary significantly.

Here, we use microscopic molecular dynamics simula-
tions to probe the dielectric parameters of cytochrome c oxi-
dase �CcO�, an enzyme which has been the subject of many
recent experimental and theoretical studies because of its
central role in energy metabolism in aerobic cells and its
intriguing proton pumping function.20,21 In CcO, there are a
lot of internal water molecules which significantly affect the
functionality of the enzyme and its dielectric properties.

The previous studies of CcO were exclusively based on
the continuum models, in which the internal water cavities,
the protein itself, the membrane, and the external solvent are
described by different dielectric constants. The values of
such parameters are often different in different studies, which
is one of the reasons for the differences in the pKa calcula-
tions of the enzyme.3,21,22 The key parameter appears to be
the dielectric constant of the enzyme water cavities �cav,
about which very little is known. Although it is well recog-
nized that different cavities may have different dielectric
properties �e.g., size dependent�, it is important to know typi-
cal magnitudes of their dielectric relaxation parameters.

The upper limit for the dielectric constant of water cavi-
ties found in the literature corresponds to the dielectric con-
stant of the bulk solvent ��cav=80�. However, according to
experimental observations,6,7 the movement of water mol-
ecules inside of the protein is more restricted than in the

bulk; therefore, the polarizability of the internal water should
be lower than that of the bulk. At the other extreme, the
lowest limit of �cav is the dielectric constant of “dry” proteins
itself, which is assumed to be around 4. This empirical value
is supported by experimental data on the lysozyme hydrated
powder.6 For different proteins or different hydration levels,
such as CcO, however, this value may be even lower than 4.
Thus, one cannot avoid the conclusion that the protein di-
electric parameters are ill-defined and likely not transferable
from one protein to another.

Here, we use detailed microscopic simulations to deter-
mine the corresponding continuum phenomenological pa-
rameters of CcO which best reproduce the charging free en-
ergies obtained by molecular dynamics �MD� simulations. A
similar approach was used earlier to study dielectric relax-
ation in several other proteins.10,14,15,17,23–25 We apply this
strategy to examine deprotonation of His291 ligand of CuB

metal center of CcO �in bovine heart cytochrome c oxidase�.
This residue is a key element of a recently proposed proton
pumping mechanism of the enzyme.3,21 The dielectric con-
stant of the protein �p and that of an important water cavity
�cav in the vicinity of the catalytic center �see Fig. 1� are
determined as adjustable parameters which reproduce the mi-
croscopic reaction-field energy of charging �or deprotona-
tion� obtained in MD simulations of the dry protein and the
protein with internal water.

The parametrization of the continuum models employing
microscopic simulations as a reference has been explored by

FIG. 1. �Color� Simulated model of CcO. �a� The model for MD simulations: Only two subunits A and B are considered, tubes and ball stand for the QM
system, the red surface represents the internal water, white ribbons represent the protein. �b� The continuum model: Rose and gray surfaces represent the
continuum water cavity and QM system region, respectively; the protein region is not shown here.
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many authors before.4,10,13,23,25–27 One of the difficulties that
one encounters here is related to the issue of electronic po-
larization in microscopic simulations. The conventional force
fields �e.g., AMBER99 �Refs. 28 and 29� and OPLS-
CHARMM �Ref. 30�� are nonpolarizable. In low-dielectric
environments, such as interior of a protein, the standard MD
approach produces poor results; therefore, the missing elec-
tronic polarization, the cause of the problem, needs to be
treated explicitly.31–33 Another problem is that in many cases,
especially when the polarizable medium includes water, the
microscopic dielectric response �or relaxation� of the system
can be nonlinear16,23,24,27,34 while the continuum models as-
sume linearity of the dielectric response. The computation
analysis presented in this work addresses both of the above
problems.

The plan of the paper is as follows. The theoretical back-
ground for the microscopic model is discussed in the follow-
ing section. The results, including the computation scheme,
are represented next. The discussion and conclusions are
given in the last section of the paper. Additional computa-
tional details are given in Appendixes A and B.

II. FORMALISM

The protonation/deprotonation energy of an ionizable
group in a protein can be divided into two parts: The inner-
sphere part, which represents the internal energy changes of
the group, and the outer-sphere part, which is due to interac-
tions of the group with the surrounding medium. The CuB

center of CcO with imidazole rings of ligated residues
His290, His291 �protonatable group�, and His240 cross-
linked to Tyr244 �see Fig. 1� will be referred to as a QM
system; following the solvation theory terminology, the QM
system will also be called a solute. To determine the dielec-
tric properties of the polarizable medium �protein and sol-
vent� surrounding the QM system, the calculation of only the
outer-sphere electrostatic free energy change �charging free
energy� is required.

A. General theory for charging free energy simulations

The charging free energy �G will be calculated by the
thermodynamic integration method

�G = �
0

1 � �H���
��

�
�

d� . �1�

Here, � is a coupling parameter chosen in such a way that
H0	H��=0� and H1	H��=1� correspond to the Hamil-
tonian of our system in the initial �protonated� and final
�deprotonated� states, respectively; 
�H��� /���� is the
derivative averaged over the equilibrium ensemble for a
given parameter �. If the Hamiltonian functional H��� is
constructed as H���=H0+��H1−H0�, then the derivative
�H��� /�� for a given molecular configuration
r	�r�1 , . . . ,r�N is written as follows:

�H���
��

= H1�r� − H0�r� = �
i,�

�qiQ�

ri�
+ �

j�i

qi
1qj

1 − qi
0qj

0

rij
.

�2�

Here, r�1 , . . . ,r�N are atomic positions of the system; N is total
number of atoms; indices i , j run over all atoms of the QM
system, and � runs over all atoms of the surrounding me-
dium; ri�= �r�i−r��� and rij = �r�i−r� j� are interatomic distances;
�qi=qi

1−qi
0, where qi

0 and qi
1 are the initial and final partial

charges of the ith QM atom, respectively; and Q� denotes
partial charges of the medium atoms. One should keep in
mind that according to standard force fields �e.g.,
AMBER99�, the interactions between 1–2 and 1–3 neighbors
should be illuminated from the sum �Eq. �2�� or scaled on the
factor 1 /1.2 for 1–4 neighbors.

The second term in Eq. �2� is the electrostatic energy
change of the QM system itself. This term should be ex-
cluded from the derivative �Eq. �2�� since it contributes only
to the “inner-sphere” free energy change of the QM system,
whereas we are interested in the “outer-sphere” one, i.e., free
energy change due to polarization of the medium surround-
ing the QM system. We drop this term throughout the for-
malism below. Thus, part of our interest is given by the fol-
lowing expression:

� �H

��
�

�

= �
i

�qi
Vi�� = �
i

�qi
Vi�0 + �
i

�qi�i��� , �3�

where

Vi 	 �
�

Q�

ri�
,

�i��� = 
Vi�� − 
Vi�0 = �
�

Q��
ri�
−1�� − 
ri�

−1�0� .

Here, Vi is the electrostatic potential at the position of
ith solute atom induced by the medium; 
Vi�0 and �i���
represent the protein and reaction field, respectively, at the
position of ith solute atom. Substitution of Eq. �3� to Eq. �1�
gives

�G = �Gprot + �Grf,

�Gprot = �
i

�qi
Vi�0 = � �H

��
�

0
, �4�

�Grf = �
0

1 � �H

��
�

�

d� − � �H

��
�

0
.

Here, �Gprot and �Grf are the so-called protein field and
reaction-field free energy term, respectively. Thus, the free
energy change due to introduced charges consists of two
parts: The protein field term, representing the work needed to
transfer charges �qi from infinity to the corresponding
atomic positions of the solute at fixed �equilibrium� nuclear
positions of the latter, and the reaction-field term, represent-
ing the free energy change due to the relaxation of the equi-
librium atomic positions in response to the introduced
charges. In the literature, �Gprot and �Grf are also called as
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the protein field and Born term,3,21,35,36 static and relaxation
term,14,15,17 or as the interaction and self-energy terms,4,25,27

respectively.
In this paper, we will be interested only in �Grf term

which reflects the dielectric relaxation of the protein me-
dium.

Assuming small atomic displacements in the medium,
we will use the following approximation: 
1 /ri���=1 / 
ri���,
which is correct up to quadratic Taylor extension terms of the
function ri�

−1 over the small parameter ��r�i�� / �
r�i�����1,
where �r�i� is the fluctuation of the interatomic vector r�i�

�r�i�= 
r�i���+�r�i��. Substitution of these relations to Eq. �3�
gives

� �H�r;��
��

�
�

� �
i�

�qiQ�

�
r�i����
=

�H�
r��;��
��

. �5�

Here, �H�r ;�� /�� denotes exactly the same derivative
�H��� /�� as in Eqs. �1�–�4�, with just explicitly specified
dependence of the function on the molecular configuration;

r��= �
r�1�� , . . . , 
r�N�� is average molecular configuration for
a given �. Equation �5� opens a way to estimate

�H�r ;�� /���� value in only single calculation of the func-
tion �H�r ;�� /�� based on the average molecular configura-
tion 
r�� and avoid the cumbersome averaging over the con-
figuration ensemble.

B. Linear response approximation

If the derivative 
�H��� /���� is a linear function of the
coupling parameter � �the linear response approximation�,
the integration in Eqs. �1� and �4� can be done analytically,
and the solvation free energy changes can be expressed in
terms of 
�H /��� in the initial and final states

�Grf =
1

2
�� �H

��
�

1
− � �H

��
�

0
� ,

�6�

�G =
1

2
�� �H

��
�

1
+ � �H

��
�

0
� .

In the linear response approximation, the reaction-field en-
ergy can be related to fluctuations of �H /�� using the Kubo
relation37

�Grf = −
1

2kBT
��

�H

��
�

�H

��
�����2

= −
1

2kBT
��

�H

��
�

�H

��
� . �7�

Here, 
���H /������H /���� is the square variation of the
value �H /��; kB and T are the Boltzmann constant and tem-
perature, respectively; and �� is the change of Kubo’s “gen-
eralized force” corresponding to the transition from the ini-
tial to final state, in-out case ��=1. The � value for which
the fluctuations should be calculated is not specified in
Eq. �7� because in the linear response approximation the
fluctuations should not depend on �.

Equations �6� and �7� provide two computationally inde-
pendent methods for the reaction-field energy estimation.

Expressions �6� and �7� are not computationally identical
since statistical precisions of their evaluation are quite differ-
ent in the MD simulations. Keeping the terminology used in
Refs. 38 and 39, we refer to the method based on Eq. �6� as
algorithm I and one based on the Eq. �7� as algorithm II. As
it was shown in Refs. 38 and 39, algorithm I is computation-
ally more reliable than the algorithm II. Nevertheless, algo-
rithm II can be useful for the result comparison, as a statis-
tical consistency test for a given simulation.

C. The electronic polarization and MDEC model

The molecular dynamics electronic continuum �MDEC�
model employed in this paper for accounting for electronic
polarization in MD simulations is discussed in detail in Ref.
33. This model suggests that the charging free energy �Grf

can be calculated both in high- and low-dielectric media by
combining MD simulations with an explicit treatment of
electronic polarization in terms of the electronic continuum
�EC� approximation. In this approximation, all charges are
considered to be immersed in the electronic continuum of
dielectric constant �el. The key result of the model is the
expression for charging free energy

�Gtot
rf =

1

�el
�GMD

rf + �Gel
rf , �8�

where �GMD
rf is the reaction-field energy obtained with stan-

dard nonpolarizable MD simulations, and �Gel
rf is the elec-

tronic part of the reaction-field energy. The latter is estimated
by using phenomenological EC model shown in Fig. 2. The
QM system is represented by a set of point charges located
inside the QM cavity; inside the cavity, the dielectric con-
stant � is set to be unity, while outside �=�el. The charging
energy �Gel

rf is found by solving the Poisson equation, as
done, e.g., in Ref. 40. Some caveats of �Gel

rf calculation are
discussed in Appendix B. The factor 1 /�el in Eq. �8� reflects
the electronic screening of interaction of the charges on the
QM system that undergoes charging and the charges of the
surrounding protein medium.

FIG. 2. Illustration of the molecular/continuum MDEC model. V0 is the
region of the QM system; V1 is the region of explicit treatment of the
polarizable medium ��=�el�, where crossed circles stand for the protein and
internal water particles considered in MD; and V2 is the protein exterior
region ��=�el, since in our case there are no particles, but the electronic
continuum should be present for the consistency with the nonpolarizable
force-field parametrization�. In this model, we approximately assigned the
same value of �el for both the protein and internal water.
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In high-dielectric media, such as water, the above ex-
pression produces results which are very close to those of the
standard MD approach; the latter does not consider elec-
tronic polarization energy at all and assumes �Gtot

rf ��GMD
rf .

For example, for a spherical ion of radius R, the total charg-
ing energy in high-dielectric medium is approximately
Q2 /2R. It is this value that the standard MD simulations
should reproduce; therefore, �GMD

rf =Q2 /2R. The electronic
energy, on the other hand, is �Gel

rf = �1−1 /�el�Q2 /2R. Thus,
in this, case Eq. �8� predicts �Gtot

rf ��GMD
rf , as in the stan-

dard approach.
In the low-dielectric media, however, the solvation en-

ergy is mainly due to electronic polarization; the standard
nonpolarizable MD will produce in this case a negligible
contribution �GMD

rf . Equation �8� predicts in this case �Gtot
rf

��Gel
rf, as expected. Equation �8� can therefore be consid-

ered as interpolation between high- and low-dielectric cases.
Successful simulations of hydration free energies of

ions,32 dielectric constants of neat alcohols and alkanes,33 as
well as nonequilibrium reorganization energies in water,41,42

dichloroethane,41,42 tetrahydrofuran,41 and supercritical car-
bon dioxide41 solvents indicates that the MDEC model is
expected to work well both in high- and low-dielectric me-
dia. The justification of MDEC model and further details can
be found in Ref. 33.

III. COMPUTATIONAL PROCEDURES AND RESULTS

A. The system

His291 residue is a ligand of CuB metal center of CcO;
to estimate the electrostatic response of the protein to charge
insertion onto this group, we define a QM system as CuB

center together with imidazole rings of ligated residues
His290, His291, and His240 cross-linked to Tyr244, see Fig.
1. During the charging process, the partial charges of QM
system determined in ab initio quantum-chemical calculation
are changing from qi

0 to qi
1; here, i index runs over all solute

atoms. The two charge distributions correspond to protonated
and deprotonated states of His291 �-N, respectively.

Cytochrome c oxidase is modeled by only subunits A
and B with cofactors CuA and heme a in oxidized state, while
heme a3 and CuB are reduced, which correspond to the so-
called OORR state of Ref. 35. Simulations are done for two
different water contents in CcO: The dry protein �with no
explicit water� and protein with 42 explicit, internal water
molecules �see Appendix A for details�. In the following, we
describe the calculation of the free energy associated with
dielectric response of CcO protein to charge redistribution on
the QM system.

B. The computation scheme

For convenience, we summarize here the computational
procedures of the paper. The reaction-field energy and the
values of dielectric constants for the protein and its internal
water cavity were carried out in following steps.

�1� The standard MD simulations are performed from
which the reaction-field energies �GMD

rf of the charge
transfer process are obtained. The free energy simula-

tion is done for two systems: For dry protein CcO �no
internal water� and for the protein with internal cavity
filled by water molecules; see Secs. III C and III D and
Appendix A.

�2� The charging reaction-field energy of the electronic po-
larization �Gel

rf is estimated by solving Poisson-
Boltzmann �PB� equation, as described in Appendix B,
for the continuum model shown in Fig. 2. In this cal-
culation �the continuum calculations were carried out
for variable probe and atomic radii to investigate the
sensitivity of the results to definition of dielectric
boundary; see Sec. III F�, the dielectric constant of the
solute region is set to 1, whereas, dielectric of the pro-
tein and protein exterior region is set to �el, see Sec.
III E Appendixes A and B.

�3� The total charging reaction-field energy is evaluated us-
ing Eq. �8� of the MDEC model. �GMD

rf and �Gel
rf terms

are taken from the steps �1� and �2�, respectively. See
Sec. III E.

�4� The continuum PB calculations were performed to ad-
just the dielectric parameter �p of the protein to repro-
duce the total microscopic reaction-field energy ob-
tained for the dry protein. In the present work, the
continuum calculations were carried out for three struc-
tures rcs, 
r�0, and 
r�1 of the dry protein �the protonated
crystal structure and the initial and final average struc-
tures, respectively�. See Secs. III E and III F.

�5� Finally, in the continuum PB calculation, the dielectric
parameter �cav is adjusted to reproduce the total micro-
scopic reaction-field energy obtained in step �3� for the
protein with internal water. The cavity is defined by the
positions of experimentally observed water molecules,
see Secs. III E and III F. The protein dielectric param-
eter �p is taken from step �4�. The continuum calcula-
tions were carried out for three structures rcs, 
r�0, and

r�1 of the protein.

C. MD simulations of dry CcO

First, using MD, we evaluated profiles of the derivative

�H /���� and corresponding microscopic solvation free en-
ergies for dry CcO. Three MD models with different atomic
constraints were examined to check reliability of the results.
In the first constraint model �A�, all alpha carbons �total
number of C	 atoms is 741� and metal centers CuA and Mg2+

are fixed. In the second model �B�, only external �protein
exterior exposed� C	 atoms remain fixed �number of external
	 carbons is 316�. The third MD model �C� has no con-
strained atoms except Na+ and atoms belonging to the QM
system, which are kept fixed in all simulation models. The
details of MD simulations are given in Appendix A.

An example of 
�H /���� profile as a function of � cal-
culated with the MD model �A� is shown in Fig. 3. It is
reminded that only the polarization energy of the protein
outside the QM system is calculated here, i.e., without en-
ergy of the QM itself; the latter can be calculated accurately
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only quantum mechanically. In the MD calculations, the in-
ternal energy of the QM system �−86.5 kcal /mol� was sub-
tracted from the total energy.

The total free energy, Eq. �1�, is the area under the

�H /���� curve—in Fig. 3, the area of EACF figure, whereas
the protein field energy and the absolute value of the
reaction-field energy are given by the areas of EABF and
ABC figures, respectively. In the following, we focus only on
the reaction-field energy that characterizes the magnitude of
protein relaxation. As seen in Fig. 3, the profile 
�H /���� for
dry protein is remarkably linear in �; hence, the condition of
the linear response approximation is satisfied with high pre-
cision.

The reaction-field energy calculations were done in two
different ways: First using average values 
�H /���0 and

�H /���1 �algorithm I�, Eq. �6�, and second via fluctuation of
the value �H /�� �algorithm II�, as given by Eq. �7�. Results
are summarized in Table I. The comparison of values ob-
tained by algorithms I and II is a test for statistical consis-
tency of simulations.39 It is seen in Table I that reaction-field
energies calculated by algorithms I and II coincide within
3 kcal /mol for the each simulation model. This is remark-
able agreement because the values obtained via fluctuations

2= 
��H /�����H /�����− 
�H /����

2 are very sensitive to de-
tails of simulation. For example, a significant disagreement
between the results obtained with algorithms I and II is ob-
served �the last line of the Table I� if the cutoff radius of
15 Å is applied. Thus, the agreement between the two algo-
rithms indicates that simulations of the dry CcO �using no
cutoff� are statistically consistent, the long-range electro-

static interaction is treated satisfactory, and the condition of
linear response approximation is remarkably satisfied.

The comparison of simulations with different types of
constraints of the atoms �simulation models �A�, �B�, and
�C�� showed that the reaction-field energy is reasonably in-
sensitive to the applied constraints. Therefore, for the follow-
ing simulations, we chose the �technically� simplest simula-
tion model �A�. In this model, the protein relaxation time is
shorter which allows for obtaining converged results on
shorter trajectories.

D. MD simulations of CcO with internal water

Simulations for the same charging process of the CuB

site were carried out in CcO with internal water �42 explicit
molecules taken from x-ray data, see Appendix A�. Half of
these water molecules constitute the main closed cavity lo-
cated in the vicinity of His291 residue, whereas another half
form two possible proton exit channels36 �Fig. 1�.

The obtained profile �of the outer-sphere part� of

�H /���� is shown in Fig. 4. In contrast to dry protein, Fig.
3, the dependence on � is nonlinear. Obviously, the nonlin-
earity is caused by water. The nonlinear effects in the me-
dium which include water were observed in many earlier
studies.16,23,24,27,34,38 In our system, the effect is mainly due
to reorientation of one particular water molecule located be-
tween the two propionates of heme a3; this water molecule
forms different types of hydrogen bonds with His291 in its
protonated and deprotonated states, and in the process of
charging needs to change orientation. The orientation flip-
ping of that water molecule occurs around �=0.75, which
apparently breaks the linearity of the response, see Fig. 4.

In this nonlinear case, the reaction-field energy calcu-
lated by Eq. �4� �the negative area of the ABC/solid curve
figure in Fig. 4� is −29.6 kcal /mol, whereas the linear re-
sponse approximation �negative area of ABC/dashed line in
Fig. 4�, Eq. �6�, gives value of −40.0 kcal /mol. Thus, the
relative error in �GMD

rf due to the linear response assumption
would be �30%; however, the error in the total reaction-
field energy �Eq. �8�� would not be as dramatic, as we show
later. The inconsistency of the linear response assumption
inherent to the macroscopic continuum model with the actual
nonlinear dielectric response is discussed in the Sec. IV.

FIG. 4. 
�H /���� profile obtained for the constraint model �A� of the CcO
with internal water. Only outer-sphere part is shown.

FIG. 3. 
�H /���� profile obtained for the constraint model �A� of the dry
CcO. Only outer-sphere part is shown.

TABLE I. Reaction-field energies of charging obtained in MD simulations
of the “dry” CcO, values are in kcal/mol.

Constraint
model Algorithm I

Algorithm II

�=0 �=1

A −15.7 −15.3 −15.5
B −18.2 −19.1 −17.8
C −15.2 −18.1 −13.7
A,

cutoffa
−13.3 −1052 −1051

aThe cutoff radius is 15 Å.
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E. The continuum calculations

We now wish to see which phenomenological param-
eters of the fully continuum electrostatic model can repro-
duce the charging reaction-field energies obtained in the mi-
croscopic simulations. However, before we switch over to
the continuum calculations, we need to clarify the question
of which molecular configuration should be used for the con-
tinuum model.

1. Choosing the protein structure for continuum
calculations

The continuum model �discussed in the next section�
needs as an input the protein structure. However, the protein
continuously fluctuates around some equilibrium position
due to the thermal motions of its atoms. A characteristic de-
viation of the value �H /�� from the equilibrium value

�H /���� due to the protein fluctuations is about 4 kcal /mol
for the dry protein and 5–8 kcal /mol for the protein with
internal water. This means that depending on a particular
choice of the instant protein configuration, the electrostatic
energy is expected to fluctuate around the average by several
kcal/mol. Such a precision is not satisfactory for most of the
continuum applications.

Earlier, Simonson et al.14,15,17 dealt with this problem by
averaging the results of PB calculations over multiple
��100–200� structures taken from the molecular dynamics
simulation. In the present work, we suggest much simpler
approach. We notice that when structural fluctuations of the
protein are small, the average value of �H�r� /�� over the
equilibrium configuration ensemble for a given � is approxi-
mately equal to �H�
r��� /��, see Eq. �5�. In this case, the
average structure 
r�� reflects the equilibrium protein polar-
ization corresponding to a given �.

To verify the applicability of the above approximation
for our system, we recalculated all 
�H /���� values via
single average configurations. The difference between the re-
sults given by Eq. �5� and those of straightforward averaging
procedure is within 0.5 kcal /mol for the dry CcO and within
1 kcal /mol for the protein with internal water. Moreover, the
uncertainty in determination of the reaction-field term is
much lower ��0.1 kcal /mol� than that of the protein term.
Such a remarkable precision does not exceed the statistical
uncertainty of simulations.

In principle, the problem with above approach can arise
when internal water is considered. Water can diffuse within
the protein; hence, the fluctuations around average can be
large. Such effect was observed for CcO with internal water:
A water molecule located between propionates of heme a3

was seen to exchange with other water molecules in the cav-
ity. This problem was resolved by reordering water mol-
ecules in the MD trajectory before the averaging procedure.

The average configurations 
r�� quite accurately describe
the protein polarization; therefore, it is a reasonable choice as
the input for the PB calculations. However, it is not a priori
clear which � �protonation state� should be chosen for esti-
mation of the dielectric constant. In the linear approximation,
any � should result in the same reaction-field energy. The
continuum PB calculations are typically carried out using the

crystal structure of the protein,43 disregarding the fact that
equilibrium protein structures can be different in protonated
and deprotonated states. To examine the difference of using
different structures, we performed PB calculations for three
protein structures: rcs, 
r�0, and 
r�1, where rcs denotes the
crystal structure43 with optimized hydrogen positions, and

r�0 and 
r�1 denote average configurations of the initial �pro-
tonated His291� and final �deprotonated His291� equilibrium
states of the protein.

2. Standard continuum model

The reaction-field energies �GMD
rf of charging CuB site in

CcO obtained in the MD simulations �constrain model �A�,
Secs. III C and III D� are −15.7 and −29.6 kcal /mol for dry
protein and the protein with internal water, respectively. We
now wish to calculate the corresponding reaction-field ener-
gies using continuum models based on the PB equation. In
such continuum calculations, we use the two adjustable pa-
rameters: The dielectric constant of the protein �p and that of
the water cavity �cav. By the comparison of the charging
reaction-field energies obtained in MD and in the continuum
model, we want to find most appropriate values of these
parameters.

A key step in the continuum calculations is to define the
shape of the molecule and the boundaries of the internal
water cavities. To this end, we first use the procedure
adopted in MEAD program3,21,40,44,45 with “standard” param-
eters of the probe radius 1.4 Å and the protein atomic radii
from the MD force field29 �van der Waals radii�. The details
of this calculation are in Ref. 21 and briefly summarized in
Appendix A. This model is further referred to as standard.

(a) Matching �GMD
rf for a dry protein. The first set of

continuum calculations involved dry CcO. Here, we calcu-
lated the charging reaction-field energy of the protein by the
continuum model and adjusted the value of the protein di-
electric constant so as to reproduce the microscopic reaction-
field energy of the dry protein obtained in MD �GMD

rf �un-
corrected with the effects of electronic screening discussed in
Sec. II C�. The obtained �p values are 1.4, 1.3, and 1.4 for the
structures rcs, 
r�0, and 
r�1, respectively. Similar estimate of
1.5 of the protein dielectric constant for most internal region
of cytochrome c was reported in earlier work of Simonson
and Perahia18 and elsewhere.8 The reason for such a low
polarization response is now well recognized: The conven-
tional MD simulations with nonpolarizable force fields do
not yield the total protein polarization energy, but only its
nuclear part,16,17,31–33,39,42,46 exaggerated by the factor �el. To
obtain the correct result, one needs first to calculate the total
solvation free energy correctly, as discussed in Sec. II C, and
only then match it with a continuum model.

(b) Matching �Gtot
rf using Eq. (8). We now correct �GMD

rf

by the factor 1 /�el and add the corrected value of the nuclear
polarization energy to the electronic part �Gel

rf, according to
Eq. �8�. The electronic part is estimated using the continuum
model. The electronic dielectric is taken to be 2. The elec-
tronic polarization energy is −37.8 kcal /mol. The total is
−45.6 kcal /mol for the dry CcO. Note that the magnitude of
reaction-field energy calculated by the standard nonpolariz-
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able MD technique ��GMD
rf =−15.7 kcal /mol� is almost three

times lower than one of the total reaction-field free energy
calculated by the MDEC model. Such a qualitative differ-
ence unambiguously demonstrates that the conventional MD
approach does not take into account the energy of electronic
polarization; therefore, the latter should be added explicitly.
Indeed, matching �GMD

rf to the continuum free energy yields
�p=1.3 for the dry CcO �see above subsection�, which is
unphysically low for the static dielectric constant for a con-
densed phase; indeed, it is even lower than pure electronic
polarizability �el�2. In contrast, MDEC approach leads to
physically reasonable estimations that are in line with results
of other authors47 �see Sec. IV�. The results of matching the
MDEC total polarization energy thus obtained are presented
in Table II.

For a dry protein, all three examined geometries produce
approximately the same protein dielectric constant �p in the
range of 2.6–2.7, with corresponding uncertainty in the
reaction-field energy about 1 kcal /mol. This constant in-
cludes both electronic and nuclear polarizability of the pro-
tein.

For water cavity, however, the results are not as robust
and strongly depend on the geometry used. As seen from
Table II, the obtained dielectric constants of the water cavity
are completely different for different molecular configura-
tions; moreover, �cav�80 obtained for configuration 
r�0 is
not realistic at all. The values obtained for configurations rcs

and 
r�1 are in the range of physical possibility, yet are quite
different to be considered as satisfactory. The encountered
problem is examined below.

F. Optimization of the parameters for continuum
calculations

There are two factors that contribute to sensitivity of the
results for water cavity to minor structural changes: The vol-
ume of the cavity and the position of its boundary with re-
spect to the QM system. The cavity volume is known to be
highly sensitive to the probe and atomic radii48 and hence to
protein structure; different studies suggest different param-
eters to be optimal.49 The problem is partially due to the fact
that the boundaries between different dielectric regions of the
protein are modeled using hard spheres. Given the same po-
larization energy, different volumes will produce different
effective dielectric constants of the cavity. This underscores
the phenomenological nature of the dielectric parameters that
we are trying to establish. Even more significant is the fact

that in our case the cavity is located very closely to the QM
system hence the position of its boundary becomes a critical
issue.

In order to examine sensitivity of the results to the pa-
rameters involved, we recalculated dielectric constants of the
protein and water cavity using different probe and protein
atomic radii. Also, a modified algorithm for cavity definition
was implemented to make sure that the water molecules seen
in x-ray data, and those used in our MD study, are com-
pletely embraced by the continuum cavity. This is not always
the case with the standard MEAD procedure, because in cases
when there is an overlap between the protein atomic sphere
and water molecule represented by the probe sphere, MEAD

gives preference to atoms of the protein—we call this algo-
rithm exclusive. In a modified algorithm, the cavity is de-
fined in such a way that the experimentally observed water
molecules are always completely included in the cavity; i.e.,
the preference is given to water molecules inside the cavity.
The modified algorithm is called therefore inclusive, to con-
trast it with the exclusive algorithm of MEAD program. For
more details on the procedure, see Appendix A.

1. Optimal probe radius for Amber atomic radii

In Fig. 5, the results are shown for variable probe radius,
while the protein atomic radii are fixed as in the standard
model, i.e., at the values corresponding to the position of the
minimum of van der Waals potential given by the Lennard-
Jones parameters from the MD force field. The calculations
were done for all three examined protein geometries.

Figure 5�a� shows the behavior of the protein dielectric
constant �p, which has a relatively minor systematic varia-
tion for probe radius less than roughly 1.2 Å in the range
from 2.7 to 2.9. The drift is due to the fact that volume of the
empty cavities of the protein �including the one we are
studying in this paper� is increasing with decrease of the
probe radius, thus decreasing the volume of the polarizable
protein medium. The smaller polarizable volume requires
higher dielectric constant to reproduce the same polarization
energy. The steplike behavior for probe around 1.4 Å will be
explained below.

Figure 5�b� shows the behavior of the dielectric constant
of the cavity �cav using MEAD “exclusive” algorithm. For the
probe radius below roughly 1.2 Å, �cav essentially does not
change, staying in the range 11–15, depending on the geom-
etry used; however, as the probe radius increases up to
1.3–1.6 Å, the unstable behavior is observed, and the dielec-
tric constant of the cavity is sharply increasing. It is this

TABLE II. Dielectric properties of CcO obtained in conventional Poisson calculations. Reaction-field energies
are given in kcal/mol.

CcO
structure �Gel

rf

Dry CcO CcO with water cavity

�GMD
rf �Gtot

rf �p �GMD
rf �Gtot

rf �cav

rcs 2.62 79

r�0 −37.8 −15.7 −45.6 2.57 −29.6 −52.5 Infinitya


r�1 2.70 14

aThe actual adjusted value is 105.

085103-8 I. V. Leontyev and A. A. Stuchebrukhov J. Chem. Phys. 130, 085103 �2009�



region that corresponds to the standard continuum protocol
considered earlier.

The reason for such a behavior was recognized to be due
to sensitivity of the dielectric constant of the cavity to the
position of the cavity boundary in the most critical region—
close to the protonation site. This region, together with one
critical water molecule of the cavity, the nearest one to the
protonation site �� nitrogen of the His291�, is shown in Fig.
6. The cavity has a small pocket between two propionates of
heme a3, where one water molecule resides. This water mol-
ecule is observed in the x-ray data of the protein. Since the
solute charge redistribution mainly takes place on the proto-
natable group, this water molecule contributes significantly
to the polarization effect of the water cavity; thus, continuum
result is very sensitive to the protein/solvent boundary in this
region.

It turns out that the critical cavity pocket between the
propionates that accommodate the water molecule nearest to
the protonation site, see Fig. 6, sharply disappears as the
probe radius becomes higher than 1.3–1.6 Å. Slightly differ-
ent geometries would have different critical radius, but in all
cases the probe sphere is eventually expelled from the region
between the propionates, resulting in a dramatic change of
the position of the boundary of the cavity in the region clos-
est to QM system. In addition, the overall volume of the
cavity also sharply decreases as the probe radius becomes

larger. The smaller polarizable volume of water cavity re-
quires significantly higher polarizability to reproduce the mi-
croscopic polarization energy �Gtot

rf , thus the dramatic in-
crease of the dielectric parameter of the cavity.

The effect of the sharp decrease of volume of the cavity
pocket between the propionates as the probe radius becomes
larger is demonstrated in Fig. 5�d�, where the volume of the
overlap of the MEAD cavity and a sphere of radius of 1.8 Å
centered at the position of the water molecule between two
propionates is shown as a function of probe radius used to
calculate the cavity. The volume of the pocket decreases
sharply when the probe radius becomes larger roughly 1.2 Å.

In order to avoid the decrease of the volume of the cav-
ity beyond its ability to accommodate the experimentally ob-
served water molecules, we used a modified algorithm for
cavity definition. In this inclusive algorithm, the cavity
boundary is defined by water atomic spheres centered at the
position of experimentally observed water molecules �see
Appendix A for details�. For a sufficiently large radius of
water atomic spheres �e.g., 1.8 Å�, the volume of the cavity
is always larger than the minimum volume needed to accom-
modate all water molecules. Thus, the cavity dielectric con-
stant obtained with the modified cavity definition can be con-
sidered as a lower limit of the result for a given set of probe
and atomic radii of the QM system. The behavior of the
dielectric constant of the cavity for this modified algorithm is
shown in Fig. 5�c�.

It is important that the results for dielectric constant for
probe radius below 1.2 Å are stable for both the MEAD and

FIG. 5. Dependency of result on the probe radius. �a� Protein dielectric
constant, �b� dielectric constant of internal water cavity obtained with “ex-
clusive” cavity definition, �c� dielectric constant of internal water cavity
obtained with “inclusive” cavity definition, and �d� the volume of the critical
part of the continuum water cavity with “exclusive” definition.

FIG. 6. �Color� The buffering water molecule located between propionate
oxygens �O1A and O2D� of heme a3 and protonatable nitrogen �ND1� of
His291. Larger tubes and ball represent the QM system. Dotted lines stand
for hydrogen bonds; dashed arcs and circle represent atomic and probe
sphere contours, respectively.
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the modified algorithms �for small probe radii, the two algo-
rithms are essentially identical�, and the hence the obtained
value can be considered as a reasonable well-defined phe-
nomenological parameter of the model.

As seen from Figs. 5�b� and 5�c�, for probe radius below
roughly 1.2 Å, the dielectric constant of the cavity becomes
a well defined property, determined in a stable computational
procedure, with the value in the range of 10–15. The too
small values of the probe radius, however, have little physi-
cal meaning because the probe sphere models a solvent mol-
ecule which cannot be significantly smaller than 1.4 Å.
Therefore, for a given set of atomic radii �Amber99�, the
appropriate �maximum� value of the probe radius can be
taken to be 1.25 Å. The same optimal value for the param-
eter was obtained in morphological study of cavities in
globular proteins.48 For this set of continuum parameters, the
protein dielectric constant for all protein structures used in
calculations is approximately 2.7 �Fig. 5�a��. The cavity di-
electric constant is varied from 11 to 16 depending on the
average structure and cavity definition algorithm �see Figs.
5�b� and 5�c��. The value is 10–13 if the crystal structure is
used.

2. Optimal atomic radii for a standard probe radius

As shown previously, the combination of the probe,
1.25 Å, and standard protein atomic radii results in a stable
computational procedure for determining the phenomeno-
logical dielectric parameters of the protein and water cavity
that reproduce microscopic polarization free energies. It is
recognized, however, that the determined values still depend
on the protein atomic radii used for the modeling. This de-
pendence reflects the phenomenological nature the con-
tinuum model. In a meaningful phenomenological descrip-
tion, the dependence of the results on the parameters of the
model is expected to be reasonably slow, yet the dependence
itself always remains. �In the above calculations, we were
able to determine the range of parameters where the depen-
dence on the probe radius is relatively slow, and thus accept-
able for phenomenological description.� As shown below, the
use of standard atomic radii, even in combination with probe
1.25 Å, although acceptable computationally, is not entirely
satisfactory on the physical grounds; we therefore further
explored optimization of the atomic radii of the protein.

The problem with standard radii can be recognized in the
details of the structure shown in Fig. 6. According to the
Amber99 force field, the van der Waals radius of the histi-
dine � nitrogen is 1.82 Å, while the equilibrium distance
between observed water oxygen and the protonatable nitro-
gen is only 2.85 Å. Hence, the maximum size of probe
sphere centered at the position of experimentally observed
water should be about 1.0 Å. Recognizing that the probe
sphere represents real water molecules in the protein, such a
small radius is not consistent with its physical meaning.

More generally, one finds that for the commonly used
continuum parameters,3,21,40,44 the sum of the probe and
atomic radius significantly exceeds the equilibrium inter-
atomic distance between given protein atom and water oxy-
gen observed in the x-ray data. The reason for this is that
internal water molecules form strong hydrogen bonds with

protein structure,6,7 but commonly used parameters do not
properly take into account this effect. The conventional
probe radius of 1.4 Å corresponds to approximately the half
of average oxygen-oxygen distance in the bulk water,
whereas water in proteins may form stronger hydrogen
bonds and approach closer to protein atoms. Thus, to model
such effects, either the probe radius should be decreased, as
we did earlier, or protein atomic radii should be decreased.
The latter possibility seems to be physically more reasonable
and, hence, is explored next.

The probe radius is now fixed at 1.4 Å, while the atomic
radii are varied by the scaling factor kvdW as R=kvdWRvdW,
where R and RvdW are atomic and van der Waals radii �mini-
mum position of the Lennard-Jones atomic potential�, re-
spectively. Thus, the atomic radii with kvdW=1 correspond to
commonly used definition of the atomic radii.3,21,40,44

The obtained behavior of the dielectric constant of the
cavity �cav and �cav1 as a function of the parameter kvdW is
shown in Fig. 7. The dielectric parameter of the protein �p

�not shown� remains approximately the same in the range of
the parameters of interest. First of all, it is observed that for
smaller protein radii, scaling factor kvdW�0.9, the depen-
dence on the radii is relatively slow, as expected. The diver-
gent behavior for kvdW�0.9 again reflects the fact the probe
sphere of 1.4 simply does not fit in the pocket between pro-
pionates shown in Fig. 6. For smaller protein radii, the re-
sults are almost the same for both algorithms, again as ex-
pected, but the slow dependence remains.

The remaining slow dependence of the dielectric of the

FIG. 7. The dependency of cavity dielectric constant on atomic radii ob-
tained with the probe radius 1.4 Å based on 
r�0 structure: �a� The exclusive
cavity definition and �b� the inclusive cavity definition. The line with filled
boxes represents calculations when atomic radii of all atoms are uniformly
scaled by the parameter kvdW �see text�. The line with open circles was
obtained in calculations when radius of the � nitrogen of His291 was only
varied by the parameter kvdW; while the ProtOr value �Ref. 50� 1.28 Å is
assigned for the radius of two closest propionate oxygens �Fig. 6�, atomic
radii of the rest correspond to van der Waals radii �Amber99�.
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cavity on the protein radii is mainly determined by how
closely the cavity boundary approaches the protonation site
of the QM system—in our case �-N of His291, see Fig. 6.
The open circle data in Fig. 7 show that indeed this is the
case. The dielectric constant of the cavity is changing now in
the range of 3–6. This remaining dependence on the bound-
ary position cannot be eliminated. Naturally, for smaller
atomic radii, the cavity is bigger, and therefore the corre-
sponding dielectric constant is smaller. As seen from Fig. 7,
the combination of probe, 1.4 Å, and reduced protein radii,
with parameter kvdW in the range from 0.7 to 0.9, is another
acceptable set from the computational standpoint �i.e., di-
electric constant is relatively slowly varying function here�.

If one takes the scaling parameter 0.8, however, the ra-
dius of the protonatable nitrogen of His291, Fig. 6, becomes
equal to 1.45 Å �instead of original 1.82 Å� which is exactly
the value needed to place the probe sphere of radius 1.4 Å at
the distance 2.85 Å—the distance between N and the water
oxygen seen in the x-ray data.

It is interesting to note that this value of N radius deter-
mined from the x-ray data is almost identical to that from the
ProtOr �Ref. 50� parameter set for hydrogen bonded atoms,
1.48 Å; for propionate oxygens, the ProtOr value is 1.28 Å,
which also fits the 1.4 Å water sphere in the critical cavity
pocket �Fig. 6�. The ProtOr parameters have been derived by
intermolecular distance analysis of large number of organic
compounds, and appear to be reasonable choice since these
atomic radii account for hydrogen bonding of the atomic
groups which are clearly present in our case. The seemingly
small values of the dielectric constant for water cavity deter-
mined here, and in the previous section, are discussed in the
next section.

IV. CONCLUSIONS AND DISCUSSION

We have analyzed the charge insertion process that mod-
els deprotonation of His291 residue of CuB catalytic center
of CcO. MD simulations of the enzyme with different water
content have been carried out and compared with the results
of the continuum calculations.

The pure MD charging free energy �nonpolarizable force
field is used, and no electronic polarization included explic-
itly� is reproduced by the standard continuum model with
unphysically low protein dielectric constant �p=1.3. It is rec-
ognized that such a small dielectric constant reflects the fact
that nonpolarizable force field describes only the nuclear part
of polarization. The same effect was observed in other
studies.8,16,17,39,46 When the electronic polarization ��el=2.0�
energy is added explicitly to nuclear part obtained in MD
�MDEC method�, for dry protein the continuum model repro-
duces microscopic reaction-field energy with dielectric con-
stant �p=2.6–2.8. These values are significantly lower than
4—a value commonly assigned for the protein dielectric con-
stant in PB calculations.3,21,40,44,45 Given the discrepancy, one
should bear in mind that the “true” value of the dry protein
medium is not known with certainty experimentally; on the
other hand, our MD simulations �trajectories of tens of ns
long� by no means cover long time-scale dielectric relaxation
processes of the protein which can extend to microsecond or

even to millisecond range �for dielectric relaxation time-
scale discussion, see Refs. 51�. The quantitative contribution
of such structural relaxation processes to dielectric properties
of proteins is unknown.

Several earlier theoretical studies18,19 have shown that
the dielectric relaxation near the protein surface of the pro-
tein can be significantly larger than in the protein interior; the
fairly large �15–40� overall effective dielectric constant
arises mainly from the motion of charged side chains. On the
other hand, it has been also shown that when the contribu-
tions of ionized side chains on the surface are excluded �i.e.,
they are considered as a part of the solvent�, the rest of the
protein behaves as a low-dielectric medium with the dielec-
tric constant 2–4.18,19 For example, for the enzyme aspartyl-
tRNA synthase, the dielectric constant of the protein was
found to be in the range 3–6,14 using similar method as in
this paper. The obtained relaxation dielectric constants are
varied depending on the exact charge insertion site and the
nature of the ligand. Our results are in a qualitative agree-
ment with these simulations since the CuB–His291 site is
located right in the middle of the enzyme where the protein
polarizability is lower. Besides, the surface residues in our
case are mostly neutral �i.e., they are not in the so-called
standard state�, as was determined previously from self-
consistent field calculations, Ref. 35. The distribution of ti-
tratable residues for our model of CcO is close to that for the
“ionized” protein model47 of cytochrome c for which the
estimation �p=2.9 remarkably correlates with our result.

Our low dielectric results are also consistent with dielec-
tric measurements on several other systems. For example,
dry collagen fibers have a static dielectric constant of 2–3
�for solvent contents of 15%–20%�.52 Very dry powders of
ovalbumin �less than 10% water� have a static dielectric con-
stant of 2–4.53 A dielectric constant of about 2 was reported
for lysozyme powders with solvent contents below 10%.54

Although, another measurement �assuming a reasonable
value of 2–2.5 for the high-frequency dielectric constant�
gave a higher estimate of about 3.5–4.6 Linear fits of experi-
mentally determined redox potentials for cytochrome b5 mu-
tants were best reproduced with dielectric constants 2–4.55

Summarizing, the low dielectric constant 2.6–2.8 ob-
tained in our calculations for the dry protein is consistent
with other previous theoretical and experimental studies
which also find that the dielectric constant of dry proteins is
lower than 4.

When the large water cavity located near His291 site is
filled with water, the nonlinear polarization response was ob-
served. The significant nonlinearity ��10% of the total re-
sponse� reflects the microscopic details of the nonlinear me-
dium dynamics, and cannot be accurately described in terms
of a linear continuum model. That means that the continuum
model parameters adjusted to reproduce the microscopic
reaction-field energy will not precisely reproduce the micro-
scopic electrostatic potential at the atomic positions of the
QM system.

The effective dielectric constant of the water cavity �cav

in the continuum model was determined as a parameter that
best reproduces the polarization �reaction-field� energy of
microscopic simulations. The value of this dielectric param-
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eter can be strongly model dependent. The problem arises
mainly due to hard-sphere simplistic modeling of the protein
cavities.

Thus standard parameters �Amber van der Waals radii
and probe 1.4 Å� give, in our case, inconsistent values for
dielectric of the cavity in the wide range from 14 to infinity
�depending on the molecular configuration used� because this
parametrization gives unphysically small cavities. The vol-
ume of the water cavity generated by the standard MEAD

procedure turns out to be several times smaller than one re-
quired to accommodate all experimentally observed water
molecules in the cavity. Due to smaller volume of the cavity,
larger values of dielectric constant of the cavity were re-
quired to reproduce the microscopic polarization energy.

To determine more physically relevant and well-defined
values of �cav, we have optimized the parameters of the con-
tinuum model. With Amber atomic radii, a satisfactory cavity
size and convergence for all three examined structures �the
protonated crystal structure43 and the initial and final state
average structures� is only achieved using probe radius as
small as 1.25 Å. The same optimal value for the parameter
was obtained in morphological study of cavities in globular
proteins.48 The cavity dielectric constant in this case is 11–16
depending on the average structure and cavity definition al-
gorithm used and 10–13 if the crystal structure is used.

To reproduce physically more realistic cavity size and
shape, the atomic radii were optimized, and the best agree-
ment with experimental data was found for radii similar to
the ProtOr atomic set,50 which accounts for hydrogen bond-
ing. The continuum procedure with ProtOr �Ref. 50� radii of
protein atoms in the critical water pocket �Fig. 6� and con-
ventional probe size 1.4 Å appears to represent the most ap-
propriate continuum model. The value of cavity dielectric
constant determined with this parametrization is in the range
3–6 depending only on the parameter of His291 �-nitrogen.
If ProtOr parameter is also accepted for this protonatable
nitrogen, the cavity dielectric property is converged on the
value of 4. Such an unexpectedly low polarizability of the
internal water, although counterintuitive, in fact, is supported
experimentally.6,7 According to interpretation of Bone and
Pethig,6,7 the internal water molecules bounded to the protein
structure by two or more hydrogen bonds are tightly incor-
porated into the vibrating protein structure and have similar
polarization properties as the dry protein itself. Such a tight
hydrogen binding is consistent with the requirement that wa-
ter molecule inside the protein has lower free energy than in
a bulk, where each water molecule forms four hydrogen
bonds.56

Summarizing, we have clearly demonstrated the difficul-
ties involved in the parametrization of the continuum elec-
trostatic models of proteins. The question arises whether the
continuum models should be abandoned due to these prob-
lems. Unfortunately, the fully microscopic pKa calculations
on a system with several �typically over a hundred� coupled
titratable sites2,35 are not feasible at present. The continuum
electrostatics, despite all its phenomenological character and
uncertainties discussed in this paper, is still needed, because
this is the only practical way to perform such calculations;
obviously, more studies of this challenging problem are

needed. Apparently, more accurate treatment of water mol-
ecules that are hydrogen bonded to the protonation site is
needed by including them into the QM system. Also,
the long time-scale �order of milliseconds� dielectric relax-
ation processes should be somehow accounted for in the
simulation.
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APPENDIX A: COMPUTATIONAL DETAILS

1. The system

The cytochrome c oxidase structure and topology are
mainly the same as in Ref. 57. The dry CcO is modeled by
only subunits A and B taken from the fully reduced bovine
heart cytochrome c oxidase structure �Tsukihara et al.,43

PDB code 1V55� and initially protonated according to the
standard protonation state of the residues.58 The partial
charges of the redox centers, heme a, heme a3, CuA, and
CuB, were obtained by fitting the electrostatic potential in a
Hartree-Fock calculation with the 6-31G* basis set. The cal-
culations were separately performed for each of the redox
centers together with their respective ligating residues. Thus,
His61A and His378A were included to the heme a group,
and His376A was included to the heme a3 group. For the
binuclear CuA center, Cys196B, Cys200B, His161B, and
His204B were calculated together with two copper atoms,
and for the CuB complex �QM system�, imidazole rings of
His290A, His291A, and His240A cross-linked to Tyr244A
were calculated with a copper atom, for all centers maintain-
ing the geometry of the crystal structure. The truncated car-
bon atoms were substituted by methyl groups. In these cal-
culations, CuA and heme a were oxidized and heme a3 and
CuB were reduced. The protonation states of the titratable
residues were then determined by the electrostatic continuum
method of Popovic and Stuchebrukhov.35 The titratable resi-
dues with a proton occupancy larger than �0.3 were treated
as fully protonated, while all others as deprotonated, so as to
make the system electrostatically neutral and to avoid partial
proton occupancies which cause ambiguities in the MD
simulations. The titration states of the important residues are
as follows: All the propionates of hemes a and a3 are depro-
tonated, Arg438A and 439A are protonated, Asp364A and
Glu242A are protonated, and His290A and His291A are pro-
tonated in the � position. �The partial charges of the redox
centers are available in the supporting information of the
work.57� The charge distribution of the CuB center �QM sys-
tem� corresponding to deprotonated His291 was also found
in the Hartree-Fock calculation. The structure and topology
of the CcO with internal water were obtained exactly in the
same way as for the dry CcO with only the difference that 42
water molecules were added to the system. Residue numbers
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of the oxygen atoms forming the internal water, according to
the crystal structure order,43 are as follows: 10, 15, 16, 17,
19, 20, 22, 23, 24, 31, 32, 33, 34, 35, 38, 40, 41, 42, 44, 46,
48, 54, 55, 63, 111, 165, 179, 220, 221, 228, 258, 326, 369,
371, 642, 683, 684, 702, 716, 2004, 2288, and 2574. The
internal water, in fact, does not correspond to a single con-
tinuous cavity. Half of these 42 water molecules constitute
the main closed cavity located right above the QM system,
whereas another half form two possible proton exit
channels.36 Though only few of these 42 molecules consid-
erably contribute to the water polarization effect, the rest of
the water is necessary to avoid serious deviation of the sys-
tem from the crystal structure geometry.

2. MD simulations

For our simulations, we used the GROMACS molecular
dynamics package59 with the Amber force fields ported by
Sorin and Pande.60 A prior computational test has shown that
all energy terms calculated by the MD package
AMBER7 �Ref. 58� and GROMACS �Ref. 59� for the same
configuration of the dry CcO coincide with high precision.
The TIP3P model was used for the internal water.

The initial configurations for MD runs were obtained by
the position minimization of all released atoms in accord
with applied constraints. Three different constraint models
��A�, �B� and �C�� were tested �see Sec. III C�. All simula-
tions were done in vacuum with no periodic boundary con-
dition. The Berendsen thermostat with reference temperature
of 298 K and coupling constant of 0.2 ps was applied. Co-
valent bonds to hydrogens were constrained with SHAKE
algorithm and the time step was 2 fs.

All simulations were carried out with no cutoff �all “non-
bonded” interactions are taken into account�, except for only
one test simulation with cutoff 15 Å. Due to a long protein
relaxation time and the need for careful long-range interac-
tion treatment, the equilibration of our systems was done in
few stages. First, 20–25 ns MD run was carried out for the
structure relaxation for each system in the initial �protonated�
state. To equilibrate long-range electrostatic interactions for
all intermediate � including the final �deprotonated� state of
the system, the MD run of 5–15 ns was done starting from
the relaxed configuration. Then 5 ns trajectories were col-
lected for analysis.

3. Continuum calculations

To analyze charge insertion with the continuum model,
finite-difference Poisson calculations were performed for
three structures �the protonated crystal structure and the ini-
tial and final average structures� for each system. The proto-
nated crystal structures, rcs, were obtained by minimization
of the hydrogen positions in the systems. The average struc-
tures 
r�0 and 
r�1 were obtained by MD simulations of the
systems in the initial and final states, respectively. Both
atomic charges and radii were taken from the force field
parametrization used in MD simulations. Thus, atomic radii
were defined via Lennard-Jones parameters �AMBER99
�Ref. 29�� as minimum positions of the van der Waals inter-
action. As described in Appendix B, only charge differences

of the QM system are necessary for calculations of the
reaction-field free energy term. The molecular surfaces were
constructed using variable probe and atomic radii �see Secs.
III E and III F�. The Poisson equation was solved by a three-
step grid focusing procedure40,61 with the finest grid spacing
of 0.25 Å.

Calculations for the dry protein were done by the SOLIN-

PROT program which is part of the MEAD package.40 For
continuum calculations of the protein with water cavity, we
modified the original SOLINPROT code in order to indepen-
dently vary the dielectric constant of the specified cavity. The
modified code enables one to describe the system by four
different dielectric constants defining polarizabilities of the
QM system, protein, cavity, and external solvent. Two alter-
native procedures for the cavity definition were imple-
mented. In fact, both of them determine which grid points of
the finite-difference procedure are inside of atomic spheres
preset by radii and positions of explicit water atoms. How-
ever, they differently treat grid points belonging at once to
both the protein region and water atomic spheres. These grid
points are treated as a protein in the first procedure but as a
cavity in the second procedure, i.e., such grid points are ex-
cluded from the cavity region in the first procedure but in-
cluded into the cavity region in the second one. In the
present work, these two different ways of cavity definition
are referred to as the exclusive and inclusive cavity definition
algorithms, respectively. The van der Waals radius of 1.8 Å
of TIP3P model and water oxygen positions of examined
structures were used for the definition of water spheres. It
should be noted here that, according to the original SOLIN-

PROT code, the grid points which do not belong to the QM-
system region as well as the protein region are treated as the
external solvent with the dielectric constant value �ext.
Hence, the modified PB procedure based on the “exclusive”
cavity definition algorithm exactly corresponds to the origi-
nal SOLINPROT program at the value of the cavity dielectric
constant �cav=�ext. Thus, the exclusive algorithm corre-
sponds to the conventional way of the internal cavity defini-
tion and referred in the paper also as a “standard” algorithm.

In all continuum calculations, a dielectric constant of 1
was specified for the QM system, and the value of the
MDEC parameter �el for the external solvent �ext=�el. For
estimation of the electronic polarization effect �Gel

rf, the
value of �el was assigned also for the protein and cavity
dielectric constants, i.e., in this case the value of the elec-
tronic dielectric constant was specified for the whole space,
except the QM-system region. The value of 2.0 estimated for
cytochrome c �Ref. 10� was accepted for the dielectric con-
stant of the electronic continuum �el. The protein and cavity
dielectric constants were variable parameters in calculations
of the total reaction-field free energy �Gtot

rf �see Secs. III E
and III F�.

APPENDIX B: REACTION-FIELD ENERGY
CALCULATION IN THE CONTINUUM MODEL

The reaction-field energy of charging is given by Eq. �4�.
In the linear response approximation, one can explicitly per-
form the integration over lambda to obtain the following:
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�Grf =
1

2�
i

�qi�i�� = 1� =
1

2�
ij

�qiKij�qj , �B1�

where �i��=1� is reaction field in the final state �see Eq. �3��
at the position of ith solute atom, �i��=1�=� jKij�qj, and
Kij is a medium susceptibility to introduced charges �qi. In
terms of the microscopic model of the polarizable medium,
the susceptibility is expressed via fluctuations of the reaction
field,37 whereas, in terms of the continuum model, Kij is a
complicated function of dielectric constants and parameters
defining dielectric boundaries. Important point is that the en-
ergy of our interest is quadratic in charge increments �qi.

On the other hand, the total solvation energy G of a QM
system with charges �qi in the continuum model has the
following form:

G�q� = Gprot�q� + Grf�q� = �
i�

qiGi�Q� +
1

2�
ij

qiKijqj .

�B2�

Here, q stands for a full set of the solute atomic partial
charges �qi; Q� is charge of the polarizable medium �protein
and solvent�, where � runs over all atoms of the medium;
Gi� is Green’s function of the Poisson differential equation at
positions of the atom i and �, Gi�=1 / �r�i−r���+Ki�; and the
susceptibilities Ki� and Kij are determined by solving Pois-
son equation and define the polarizable medium response on
the protein and solute charges, respectively. If the external
charges Q� are absent, only the last term in Eq. �B2� re-
mains, which is identical to the reaction-field energy of our
interest, Eq. �B1�, if charges �qi are formally assigned val-
ues ��qi. This provides an easy calculation method of the
reaction-field energy of charging by using standard PB pack-
ages, which typically evaluate expression shown in B2.
Namely, the continuum �Grf energy is obtained as the
reaction-field term of continuum PB calculation with solute
partial charges set up to ��qi.

It is worth noticing that the reaction-field energy of
charging �Eq. �B1�� is not equivalent to a difference of the
reaction-field energies for the QM system in the final and the
initial charge states. Indeed, the solvation free energy differ-
ence is

�G = G�q1� − G�q0�

= �
i�

�qiGi�Q� + �
ij

�qiKijqj
0

+
1

2�
ij

�qiKij�qj . �B3�

Here, q0 and q1 stand for the initial and final charge sets ��qi
0

and �qi
1� of the solute, respectively; �q stands for the set of

solute charge differences ��qi. One can see that even when
the external charges Q� are absent, i.e., there is no permanent
protein field, the difference in solvation energies contains a
linear term �second term in Eq. �B3�� in addition to the term
of our interest �the third term in Eq. �B3��.
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