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Abstract
It is becoming increasingly clear that the transfer of an electron across a protein-protein interface is
coupled to the dynamics of conformational conversion between and within ensembles of interface
conformations. ET reactions in conformationally mobile systems provide a ‘clock’ against which the
rapidity of a dynamic process may be measured, and we here report a simple kinetic (master equation)
model that self-consistently incorporates conformational dynamics into an electron transfer (ET)
photocycle comprised of a photoinitiated ‘forward’ step and thermal return to ground. This kinetic/
dynamic (KD) model assumes an ET complex exists as multiple interconverting conformations which
partition into an ET-optimized (reactive; R) population and a less-reactive population (S). We take
the members of each population to be equivalent by constraining them to have the same
conformational energy, the same average rate constant for conversion to members of the other
population, and the same rate constants for forward and back ET. This model successfully describes
the changes in the ET photocycle within the ‘pre-docked’ mixed-metal hemoglobin (Hb) hybrid, [α
(Zn), β(Fe3+N3

-)], as conformational kinetics are modulated by variations in viscosity (η = 1-15 cP;
20 °C). The description reveals how the conformational ‘routes’ by which a hybrid progresses through
a photocycle differ in different dynamic regimes. Even at η = 1 cP the populations are not in fast
exchange and ET involves a complex interplay between conformational and ET processes; at
intermediate viscosities the hybrid exhibits ‘differential dynamics’ in which the forward and back
ET processes involve different initial ensembles of configurational substates; by η = 15 cP the slow-
exchange limit is approached. Even at low viscosity the ET-coupled motions are fairly slow, with
rate constants of < 103s-1. Current ideas about Hb function lead to the testable hypothesis that ET in
the hybrid may be coupled to allosteric fluctuations of the two [α1, β2] dimers of Hb.

INTRODUCTION
The study of long-range electron transfer (ET) occupies a central place in modern biology and
chemistry.1,2 However, it is becoming increasingly clear that the transfer of an electron across
a protein-protein interface almost invariably is coupled to the dynamics of conformational
conversion between and within ensembles of interface conformations.3-17 This is true for large
multi-component redox systems that involve tightly-bound and precisely arranged redox
centers, such as the [reaction center, cytochrome c2] complex,12 the [electron transferring
flavoprotein, medium chain acyl-CoA dehydrogenase] complex,18 and the [plastocyanin,
photosystem I] complex.19 Indeed, such systems often exhibit ET reactions that are gated3,
6,8,9 – controlled by the dynamics rather than the ET process. Such coupling also occurs in
simpler complexes of small, weakly-bound redox protein partners. In these cases, ET-active
configurations are only rarely sampled during many diffusional encounters, and the complexes
can exhibit conformational ‘phase space’ control by a process denoted dynamic docking.4,
20,21 In response to the experimental investigations of these phenomena there have been
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numerous theoretical studies, with diverse approaches that range from diffusion-dynamics22,
23 to kinetic/master-equation treatments.24

In the case of photoinitiated ET, both experimental and theoretical studies generally have
focused on the photostimulated ‘forward’ ET process (rate constant kt) and infrequently10,
25,26 considered an entire ET photocycle (Scheme 1) comprised of both forward and ‘back’
ET(rate constant kb). However, our recent work suggests that detailed studies of a full
photocycle might give a more complete picture of the dynamics of a protein interface, in part
at least because the forward and back ET processes should involve different initial ensembles
of configurational substates (Fig 1).5,27 The forward ET reaction is initiated with the system
in its equilibrium ensemble of configurations. When most – or the most stable – ensemble
members exhibit low ET rate constants, then forward ET is controlled by conformational
conversion to a reactive state. In contrast, because the photoinitiated ET process necessarily
generates an ET intermediate that is in a reactive configuration, the back reaction begins in a
non-equilibrium conformation and is controlled by the competition between direct back ET
and deactivation from this conformation, Fig 1. Evidence for such ‘differential dynamics’
effects within a photocycle was obtained from examination of the effects of viscogens and
interface mutations on the forward and back ET reactions of four ET complexes encompassing
a wide range of energy landscapes and stabilities: the weakly-bound and highly dynamic
[hemoglobin (Hb), cytochrome b5] and [myoglobin, cytochrome b5] complexes; the
moderately bound [cytochrome c peroxidase, cytochrome c] complex; and the structurally
defined, mixed-metal Hb hybrids, [α(Zn), β(Fe3+L)].5

Mixed-metal Hb hybrids in particular provide an ideal system with which to explore dynamic
control of an ET photocycle involving pre-docked protein redox partners.28-31 The hybrid is
an [α(Zn)2, β(Fe)2] tetramer and ET occurs within two independent pairs of [α1(Zn), β2(Fe)]
ET partners, across distances of about 17 Å between heme edges and 25 Å between metal ions,
Fig 2.32-35 However even this ‘pre-docked’ tetramer can access multiple configurations, as
shown by recent NMR36-38 and x-ray39-42 studies. Previous work revealed a coupling of ET
to conformational conversion among these configurations through the failure of the simple
kinetic equations for the photocycle of a rigid complex (Scheme 1) to describe the viscosity
(η) dependence of the hybrid photocycle.5,27 Instead the forward and back ET steps exhibited
‘differential dynamics’; as the interfacial dynamics were slowed with increasing η the apparent
forward ET rate constant decreased, whereas the apparent back ET rate constant increased.5,
27

Although this description in terms of viscosity-dependent ET rate constants provided
qualitative insights into the coupling of the ET photocycle to conformational dynamics, the
kinetic equations used did not explicitly include dynamic processes, and indeed did not
represent any well-defined kinetic mechanism. Therefore we have developed, and herein
describe, a simple kinetic (master equation) model that explicitly incorporates such processes
into a photocycle. This ‘KD’ model has been applied to experiments in which we monitor the
photocycle of a mixed-metal Hb hybrid as conformational kinetics are modulated by variations
in viscosity at fixed temperature, thereby avoiding changes in the microscopic rate-constants
that would come with variations in temperature. We find that the experiments are well-
described with the KD model, and that there are conditions under which the behavior of the
Hb hybrids in fact corresponds to the postulated differential dynamics paradigm for
dynamically controlled ET that is sketched in Fig 1. The analysis further introduces the idea
of a conformational ‘route’ by which a hybrid progresses from a photo-activated triplet state,
through an ET intermediate, then back to ground, and reveals how these routes evolve as the
system traverses through distinct dynamic regimes. The possible nature of the ET-coupled
conformational motions are considered in light of current ideas about Hb function.43 Finally,
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the advantages offered by studying an ET photocycle are discussed and limitations of the KD
model are examined.

EXPERIMENTAL PROCEDURES
Materials

Hemoglobin was acquired from outdated human erythrocytes obtained from Life Source
(Skokie, IL). NaN3, K3Fe(CN)6, IHP (inositol hexaphosphate), and Sephadex G25 were
obtained from Sigma-Aldrich. Glycerol, K2HPO4 and KH2PO4 were obtained from VWR and
zinc protoporphyrin IX (ZnP) from Frontier Scientific. H2O was purified by a MilliQ water
purification system (Millipore). Prepurified N2(g) from Air Gas was used for all deoxygenating
operations.

Preparation of [α(Zn), β(Fe3+N3-)]
Hemoglobin was purified by anion exchange chromatography, and separated into its
component chains as described previously.44,45 After removal of bound mercurial with
mercaptoethanol, the heme was extracted from the α-chains and the apo-α-protein was
reconstituted with ZnP and recombined with the native β-chains to give the [α(ZnP), β(FeCO)]
hybrid as described earlier.44-46 The [α(ZnP), β(FeCO)] hybrid was oxidized at 4°C with a
5-fold excess of K3Fe(CN)6 at pH 6 with a N2 stream over the solution. Excess ferricyanide
was removed and the hybrid hemoglobin converted to the azidomet form by passage over G-25
resin equilibrated with a phosphate-buffered solution containing 100 mM sodium azide at pH
7.

Cryosolutions of varying viscosity were prepared at selected compositions (w/w) of glycerol
and deionized water. Stock solutions of 50 mM monobasic and dibasic phosphate were
prepared by dissolving the potassium salts in the cryosolvent at the desired w/v composition.
Cryobuffers were prepared at pH 7 by titrating the stock monobasic cryosolution with the stock
dibasic cryosolution. IHP (50 μM) was included in the cryobuffers to ensure that the hybrid is
in the T-conformation28 and 100 mM sodium azide was included to ensure that the hybrid
remains in the azidomet form. The viscosities of the glycerol/water solutions were taken from
tables.47 Sucrose/water cryobuffers were prepared similarly, with the viscosities also taken
from tables.48

Samples for ET measurements were prepared in the dark under nitrogen. Small volumes of an
aqueous stock solution of the azidomet hybrid were added to the anaerobic cryobuffer with a
gastight syringe. Protein concentrations were determined spectrophotometrically using a diode
array spectrophotometer (Agilent): ∈(424 nm) = 166 M-1cm-1 for the [α(Zn), β(FeCO)]
derivative.49

Laser Flash Photolysis
In a simple photocycle, laser-flash excitation of the Zn porphyrin (ZnP) to its lowest excited
triplet state (T) initiates ET to the Fe3+ with an ET rate constant, kt; this forms the charge-
separated intermediate complex (I) which subsequently returns to the ground state with ET
rate constant, kb, Scheme 1. In the absence of ET the 3ZnP decays with the intrinsic decay rate
constant, kD. T decays exponentially with decay constant, kp = kt + kD; I appears with rate
constant kb and disappears with kp. Flash photolysis measurements were made with an LKS60
photolysis unit (Applied Photophysics) equipped with a pulsed Xe arc lamp (75 W). Samples
were excited with pulses from the second harmonic (532 nm, > 60 mJ, 10 ns) of a Q-switched
Nd:YAG laser (Continuum). Triplet decays were monitored as absorbance changes at 475nm;
absorbance changes of the ET intermediate, I, were monitored at ~ 440nm, the triplet/ground
isobestic. Typically 10-25 transients were averaged for triplet decays and 100 transients for
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intermediate signals. For initial analyses triplet decays and the progress curves for I were fit
to the equations for simple decay to of T to ground through the intermediate, T ⇒ I ⇒ G,

(1)

(2)

(kp = kt + kD) using either Sigma Plot or lab-written routines.

Kinetic Modeling
For comparison of experiment and simulations with the KD model, presented in Results and
illustrated in Scheme 2, we either used the solution to the differential equations for Scheme 2
that were presented previously6 and are repeated in Supporting Information., or generated
progress curves for the electron-transfer intermediate (I) and its component species (IR and
IS) by constructing the KD kinetic model of Scheme 2 with the Simulation Control Program
(ScoP, version 3.51) available from Simulation Resources, Inc; the overall progress curves are
identical.

RESULTS
I. Kinetic-Dynamic (KD) Model for Conformational Control of ET

Conformational Kinetics—Consider a protein-protein ET complex that functions on an
idealized energy landscape that has many (NS) poorly/non-reactive conformations, Si; and a
smaller number (NR) of highly reactive ones, Rj, (Fig 1). The conformations are presumed to
partition into two populations because the minority of ET-optimized Rj conformations are
distinguished by a shorter ET distance24,50-54 and/or the presence of effective pathways
created by specific H-bonds;55 together, such effects would introduce a ‘conformational
reactivity filter’.

The kinetic equations for conformational interconversion between Rj and Si can be written in

terms of conformational conversion rate constants, , ,

(3)

In applying these equations and linking them to an ET photocycle we shall take the members
of each population to be equivalent by constraining them to have the same conformational
energy, the same average rate constant for conversion to members of the other population, and
the same rate constants for forward and back ET.56 This leads to landscapes such as the simple
one illustrated by Fig 3A for NR = 1, NS = 7; an ET complex would be characterized by three
such sheets, one for each of the excitation/redox states: k = T (photoexcited triplet); I (ET
intermediate); G (ground).
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By summing Eq 3 (right) over j and Eq 3 (left) over i, defining total R and S populations as
S = ΣSi, R = ΣRj, and inserting R, S into Eqs 3, these become differential equations for the R
and S populations,

(4)

upon use of the constraint that each conformation within a population has the same average
rate constants, kd and ku, for conversion to the other,

(4a)

These equations map the ensemble of interconverting Rj and Si configurations of state k onto
the simple 2-D energy surface for two substate populations, R and S, Fig 3B. The equilibrium
ratio of S configurations to R becomes:

(5)

where ES and ER are the energies of the S and R configurations, R the ideal gas constant, and
T the temperature. Eq 5 further recognizes that the ratio, NS/NR, corresponds to a
configurational entropy difference: ΔSRS = Rln(NS/NR), and defines a Helmholtz free-energy
difference between populations, ΔARS = ΔERS -TΔSRS, which typically will differ little from
the Gibbs free-energy difference: ΔGRS ≈ ΔARS. With the appropriate choice of conformational
parameters this surface can describe the full range of energy landscapes and full spectrum of
ET-coupled dynamics.

Conformationally coupled ET—As described in the introduction, to explicitly generate
equations for conformationally coupled ET, we assume that ET rate constants are the same in
each member of a population, but differ between populations because they exhibit different
ET pathways.24,55 The [TR, TS] populations are assigned ET rate constants [kt

R, kt
S]; the

[IR, IS] population are assigned rate constants [kb
R, kb

S]. A possible coupling between
excitation/redox state and conformational dynamics is allowed for by allowing the
interconversion rate constants to depend on the state: [kdT, kuT] and [kdI, kuI]. The resulting
kinetic-dynamic (KD) scheme for the photocycle (Scheme 2) incorporates interconversions
between reactive (R) and slow (S) conformational populations in each of the three excitation/
redox states: G, T, and I; the corresponding differential equations are:

(6)

(7)
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(8)

(9)

with kD being the triplet decay constant in the absence of ET.

The solutions to Eqs 6-9 were given earlier6 and for convenience are repeated with the current
notation as Supporting Information. The decay curve of the photo-generated triplet (T = TS +
TR) is a biexponential:

(10a)

The associated progress curve of the ET intermediate (I = IS + IR) is a sum of four exponentials
in which two of the rate constants correspond to the triplet-decay rate constants (f and g) and
two correspond to back rate constants (m and n).

(10b)

The progress curve for T can be decomposed into the individual curves for the conformational
species, TR and TS; likewise, the progress curve for I can be decomposed into those for IR and
IS. Alternatively, the function I(t) can be decomposed into at most three kinetic phases of the
form of Eq 2, although these do not, in general, correspond to the progress curves of an
individual species.

The four rate constants of Eqs 10 (f, g, m, and n) and the coefficients (ax and cy) of their
exponentials are functions of both the four microscopic ET rate constants (kt

S, kt
R, kb

S, and
kb

R) and the constants which describe the dynamics of the system.(Supporting Information)
Each sheet of the energy surface is characterized by two independent dynamic parameters,
which we choose to be kd and KS = kd/ku, defining ku = kd/KS. For simplicity, for the remainder
of this report we take the conformational rates and equilibrium constants to be independent of
excitation/redox state (kdT = kdI = kd, kuT = kuI = ku, and KS

T= KS
I = KS) in which case the

model employs only two independent conformational parameters, kd and KS.

We finally note that while the KD model as embodied in Eqs 6-9 is defined in terms of the
temporal evolution of electronic/conformational populations or ‘species’ – the S and R
conformational populations of the T and I (and G) electronic states – Fig 1 was inspired by
the complementary picture of a conformationally controlled competition between different ET
‘routes’, where a route comprises the sequence of excitation/redox/conformational states
through which the system passes during an ET photocycle. As we discuss below, the limiting
cases and important regimes of Eqs 6-9 display four ET routes of particular interest (Fig 4).

Detectability—Contributions of the two component phases to an experimental triplet decay
curve are simply determined by their relative weights (which are not necessarily identical to
their statistical populations). However, the contribution of a component kinetic phases to an
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experimental progress curve for I, which is best thought of as its maximum amplitude, does
not simply correspond to its weight, for it is strongly influenced by the relative values of the
rate constants for the appearance and disappearance of the phase. This is discussed in detail in
the Supporting Material, and is of great importance in determining the appearance of
experimental curves, as noted below.

II. Modulating Interconversion Dynamics
The final link between the KD model and a system in which ET kinetics are coupled to
conformational interconversion is to fix the function that relates interconversion rates and
solution properties. When viscosity is the important solution variable we may take changes in
viscosity as affecting ku and kd equally, leaving KS invariant, and write the ku and kd in the
Kramers-like form,57-59

(11)

although alternate forms are available.60,61 If osmotic effects are important the kd,u
0 become

functions of the molality of the solute. They also are functions of the number of waters released
during the conformational changes, so osmotic effects can change the two rate constants
differently, and hence change KS. We show below that Eq 11 is applicable to data for the Hb
hybrids.

III. Limits and Regimes
If the properties of the KD model of Eqs 10, 11 are examined over ranges of the controlling
parameters, one finds a quite complicated ‘phase diagram’ comprised of distinct regimes
(parameter ranges) of dynamical behavior. Considering the forward and back ET processes
individually, one recognizes known regimes such as the fast-exchange (FE) and slow-exchange
(SE) limits, as well as the gating (G) regime for forward ET. When examining the complete
photocycle, limiting behaviors also appear, but novel ones also arise. To facilitate analysis of
the experimental results for the hybrids we briefly describe the two limiting photocycle
regimes, as well as one in which back ET is initiated within a non-equilibrium ensemble of
conformers as envisaged in Fig 1. It is important to emphasize that such limits/regimes are not
simply characteristics of an ET system, but represent the behavior of a system whose coupling
between ET and conformational dynamics has been ‘tuned’ by a particular set of solution
conditions. In general, variations of temperature/viscosity/osmotic pressure/pH/ionic strength
can shift the system smoothly from one regime to another along a continuum of behaviors,
while mutations can shift it discontinuously.

(i) Fast Exchange Photocycle—In the fast-exchange (FE) limit for forward ET, [ku, kd]
≫ [kt

R, kt
S], the S and R populations interconvert so rapidly that equilibrium populations are

maintained at all times. The decay of T is described by a single forward ET rate constant
kteq, with observed decay constant kobs

eq = kD + kteq, where kteq is a weighted average of kt
S

and kt
R,

(12)

The weighting factors (FS and FR) correspond to the equilibrium fractional populations of the
S and R substates. In the FE limit for back ET, defined by [ku, kd] ≫ [kb

R, kb
S], the IR and

IS populations also interconvert so rapidly that an equilibrium ratio of these conformers is
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maintained throughout the progress curve for I and back ET also is described by a weighted
average of the back ET rates for the individual conformational ensembles, kb = kbeq,

(13)

As a result, for the FE photocycle, in which both forward and back ET are in the FE limit, the
progress curve for I is described by a single kinetic phase (Eq 2) with average ET rate constants,
kteq and kbeq.

The ‘conformationally coupled’62 photocycle has the same type of dependence on ET driving
force as if ET took place on a simple landscape, as kteq and kbeq are proportional to microscopic
ET rate constants. However, the photocycle has observed ET rate constants that are independent
of the individual conformational rate constants. Thus, within the limit, a change in viscosity
would have no effect on the photocycle and would not reveal the presence of coupling between
ET and conformational dynamics.

The dominant route in the FE photocycle depends on the explicit values of the rate constants.
We show below that for the Hb hybrid at low viscosity the microscopic rate constants
correspond to a well-defined majority ‘FE route’ for ET (Fig 4): TS ⇒ TR ⇒ IR ⇒IS ⇒G.

(ii) Slow Exchange Photocycle—The opposite, slow-exchange (SE), limits for forward
and back ET occur respectively if [ku, kd] ≪ [kt

R, kt
S] and [ku, kd] ≪ [kb

R, kb
S]. If both forward

and back processes are in SE the R and S populations react independently, with their own
forward and back ET rate constants, and with weights/‘yields’ of the two phases of T(t) and I
(t) simply given by the equilibrium populations, [FS, FR]. The photo-excited R hybrids follow
the ‘R-route’ (TR ⇒ IR ⇒ G); photo-excited S hybrids follow the ‘S-route’ (TS ⇒ IS ⇒ G)
(Fig 4). As with the FE photocycle, the ET rate constants in the SE photocycle depend on ET
driving force and, of course, are independent of viscosity.

(iii) Photocycle with a Non-Equilibrium Distribution of I—Situations of this type arise
when forward ET is in the gating (G) regime, which occurs when [kt

S ≪ ku < kd ≪ kt
R]. The

observed decay rate of T then is determined by the rate of conformational conversion, kobs =
ku + kD, not an ET rate. As a result, this rate constant varies with addition of viscogen, not with
changes in ET driving force. In principle, the decay of T actually is biphasic, with the small
fraction FR forming TR upon laser excitation and promptly decaying with the viscosity
independent rate constant, kobs = kt

R + kD. However, for KS ≫ 1 (ku ≪ kd), FR ≪ 1 and the
contribution of this ‘prompt’ or ‘burst’ phase is small.

When forward ET is in the G regime the major route for forward ET produces the IR conformer,
even though the R conformation is highly disfavored by a large value of KS. As a result, the
back reaction begins in a non-equilibrium state, as envisaged in Fig 1. If the conformational
deactivation of IR is slower than back ET from IR (kb

R ≫ kd), then IR undergoes IR ⇒ G back
ET without conformational deactivation to IS and the observed back ET rate constant will be
kb

R. We call this back ET regime ‘anti-gated (A)’ because the relative importance of the IR ⇒
G process is governed by the value of kd, a conformational rate constant, yet this back ET step
occurs with an ET rate constant which varies with ET driving force, unlike gated (G) forward
ET.

With the gating and anti-gating inequalities both satisfied, the majority of the complexes
follows the route, TS ⇒ TR ⇒ IR ⇒ G (G/A route in Fig 4), which precisely corresponds to
the photocycle schematized in Fig 1: the forward ET process occurs from an initial equilibrium
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ensemble, while the reverse ET process occurs from a non-equilibrium ensemble, with
conformational dynamics controlling both ET processes. As noted above, if the R population
is not vanishingly small there would be a second, minority route: the fraction FR of complexes
that are photoexcited to the TR state would undergo ‘prompt’ ET along the R-route (Fig 4):
TR ⇒ IR ⇒ G.

IV. Modeling Experimental Data for the [α(Zn), β(FeN3-)] hybrids
Figure 5A shows representative progress curves for the appearance and disappearance of the
ET intermediate, I, as the range of viscosities, η = 1→15 cP is traversed by addition of either
glycerol or sucrose at 20° C. The most apparent change in the curves with increasing η is an ~
60% decrease in the maximum absorbance of I (ΔAmax). In addition, a concomitant shift of
ΔAmax from 7.5 ms to 5.1 ms reflects an apparent increase in the rate of appearance of I and
a decrease in the rate of its disappearance.

Attempts to fit the viscosity dependence of the progress curves for T and I to the equations for
the simple photocycle of Scheme 1, Eqs 1,2 (Fig S1), with viscosity-independent value values
for [kd, kb] fail (Fig S1). The calculated and experimental decays of I differ substantially even
at η = 1 cP, with the discrepancy being biggest in the appearance of I, and the discrepancy gets
progressively worse as η increases. This behavior implies the type of coupling between
conformational dynamics and ET embodies in the KD model. Application of this model to the
hybrid dataset involves determination of the microscopic parameters in Scheme 2 optimize the
description of the progress curves for both T and for I.

There are seven KD parameters in Scheme 2, but the intrinsic decay constant (kD = 50±5 s-1)
is known from independent measurements of the triplet decay for the [α(Zn), β(Fe2+)] hybrid].
63 This leaves four microscopic ET rate constants (kt

R, kb
R, kt

S, kb
S) and two conformational

variables, KS and kd, to be determined. For simplicity we take the conformational rates and
equilibrium constants to be independent of excitation/redox state, which means that each trace
is described by two independent conformational variables: the viscosity-invariant
conformational equilibrium constant, KS; kd for that trace/viscosity. Upon determination of a
kd for each viscosity/trace, a fit of this set of parameters to Eq 12 provides a global description
of the viscosity dependence in terms of three conformational parameters: KS, kd

0 and α.

Direct determination of these parameters by a direct, global least-squares fit to a set of progress
curves for T and I generated over a range of viscosities would not be instructive and might not
be wholly credible; fortunately, it is not necessary. Instead, we have devised a rapidly
converging, iterative procedure that begins by approximating the microscopic ET constants
and generating four constraints; this reduces the problem to a determination of KS for the
system, kd at each viscosity and their subsequent use to parameterize Eq 11.

We began the analysis by first fitting the progress curves to the kinetic equations for a “relaxed
photocycle (RP)”, defined through a rewriting of Eqs 1,2:

(14)

(15)
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with kobs = kt + kD. These differ from Eqs 1, 2 in that the triplet decay constant, kobs, is not
required toequal a rate constant associated with I, and is replaced by an additional fitting
parameter associated with an individual trace, kp. This approach, which we have used before,
5,27,32,34 provides a useful, heuristic description of the progress curves, as shown by the
moderately successful overlay of calculated and experimental traces in Fig 5A. There is,
however, no kinetic scheme which gives rise to these heuristic equations.

Fig 5B plots the η dependencies of the parameters, [kobs, kb, kp], obtained in this fashion. It
shows that [kobs, kp] decrease modestly, while kb increases two-fold as η is increased with
either viscogen. When the ET rate constants for the datasets obtained through the addition of
glycerol and of sucrose are plotted versus viscosity and molality (Fig S2), only those plotted
against viscosity show a correlation for the two solutes, consistent with our earlier
suggestion5,27 that the dynamics are responding to viscosity rather than osmotic effects.
64-66 Thus, the RP model of the photocycle at fixed temperature confirms that the forward
and reverse ET processes respond differentially to changes in conformational dynamics caused
by addition of viscogen, even though there is no kinetic mechanism which would produce the
equations that define the RP model, Eqs 14,15.

Four initial constraints on the KD model were derived from the plots of kt (kt = kobs - kD) and
kb (Fig 5B), by provisionally assuming that the behaviors at low and high viscosity approach
the FE and SE limits, respectively. The values of [kt, kb] at the highest viscosity employed
(η = 15 cP) were extrapolated (by eye) to yield approximations for two of the four microscopic
ET rate constants: kt

S = 5s-1; kb
R = 500s-1. The values of [kt, kb] at the lowest viscosity (η =

1 cP) were taken as estimates of the FE rate constants: kteq = 18s-1; kbeq = 230s-1. Eqs 12,13
were then inverted to obtain expressions for the two remaining microscopic ET rate constants
(kt

R and kb
S) as functions which incorporate the four constraints as parameters (kt

S, kb
R,

kteq, kbeq) and have KS as the one independent variable.

If a value of KS is specified for the dataset of traces collected over a range of viscosities, the
optimized values of kd for each progress curve of I then completes a set of microscopic
constants that can be input into the KD model and used to simulate this curve either through
direct use of Eq 10 or with the SCoP package. At this initial stage, we used as “goodness-of-
fit” criteria, the time at which the concentration of I was maximal (τmax) and the ΔAmax at that
time. These features were readily reproduced with a globally optimized KS for the set of traces
and individual values of kd for each trace; these latter then were used to parameterize Eq 11.
The values for the constraints and the resulting initial set of KD parameter are compiled in
Table 1.

Next, we refined these values by iterating the constraints. The hybrid cannot be poised
completely into the FE limit at η = 1 cP, because if it were then Eqs 1, 2 would be adequate to
describe the at η = 1 cP progress curves, but as stated above this is not so. Therefore, the rate
constants obtained by fitting the progress curves of T and I at η = 1 cP to Eqs 14, 15 provide
only a lower bound to kteq (18s-1) and an upper bound to kbeq (230s-1). We refined the
constraints by systematically increasing kteq and decreasing kbeq while further varying the
extrapolated value for kb

R. At this final stage, goodness-of-fit was determined by the ability
of the simulations to accurately reproduce the complete timecourses of I.

This iterative exploration of parameter space quickly converged to a set of four values for the
constraints, none of which differ from the original set of four by more than ~10% (Table 1).
The progress curves calculated for I with the final set of KD parameters are in excellent
agreement with the experimental curves, as shown in Fig 6A-D for four different viscosities.
In particular, the early-time ‘rise’ of the intermediate signal is improved by the iteration (Fig
S3). Fig 6E shows how the traces for I evolve as the dynamics progressively traverse the full
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range from FE to SE, relating them to experiment by including the traces for the lowest and
highest viscosities studied. This figure clearly shows that at η = 1 cP the system does not
approach FE, while at η = 15 cP it is rather near to SE.

Decomposition and Analysis of Simulated Hybrid Progress Curves—In addition
to showing the experimental and final calculated progress curves, Fig 6 gives decompositions
of I(t) into the progress curves of the IR and IS components for η = 1, 1.7, 6.3 and 12 cP; Fig
6E shows the analogous decomposition for the extrapolated SE limit. These decompositions
show that the major consequence of increasing η is the suppression of the IS phase as a slowing
of conformational conversions suppresses the S → R transition. Other consequences include:
an increasing importance and sharpening of the IR phase, with ΔAmax increasing slightly and
shifting to earlier time; the appearance of a ‘tail’ associated with IS becomes visible at longer
times. The increased importance of IR relative to IS corroborates our intuitive expectation that
I is largely formed as the reactive conformer (IR) and that increasing the viscosity slows the
conversion to the less-reactive conformer (IS) thereby increasing the contribution of a fast
return to ground within the IR conformation.

The fact that the fit to the experimental progress curves has significant contributions from two
kinetic phases with quite different time courses explains why even the relaxed photocycle
model does not adequately describe the results, most especially failing to match the curves for
I at elevated viscosities (Fig 5A): in any ‘simple’ photocycle I(t) is necessarily a single kinetic
phase. The similarity of the forward and back ET rate constants for the R population (Table 1)
is expected, as the driving forces for the two reactions are similar.67

The values of the forward ET rate constants differ from each other by approximately two orders
of magnitude (Table 1, kt

R = 550 s-1 and kt
S = 5 s-1), while the back ET rate constants differ

only by a factor of ~2.5 (kb
R = 517 s-1 and kb

S = 200 s-1); further, the forward and back ET
rate constants for the S population (Table 1) differ appreciably. We speculate that these
difference reflects a limitation of the two-population approach. The large difference in the
forward rates may occur because the system is distributed over all phase space prior to
excitation, with the majority in a slow configuration, while the smaller difference in the back
ET rate constants suggests that the system samples a much more limited volume of phase space
before returning to the ground state by back ET. In addition, these effects may reflect
conformational averaging on a more rapid timescale that differs between the populations.

DISCUSSION
The Hb hybrids provide a convenient system with which to explore dynamic control of an ET
photocycle within a pre-docked protein-protein complex, and we have examined how the
hybrid photocycle responds to changes in conformational dynamics induced by changes in
viscosity at fixed temperature. This photocycle exhibits ‘differential dynamics’ in the sense
that a fit of the progress curves for T and I to the ‘relaxed photocycle’ of Eqs 14, 15 showed
that as η increases and conformational dynamics slow, the apparent forward ET rate constant
decreases while the apparent back ET rate constant increases, Fig 5B.5,27 However, the
progress curves for I in fact are not well fit by this model, Fig 5A, and in any case the model
is inadequate in that it does not explicitly incorporate conformational processes and represents
no underlying kinetic mechanism. As a result we have developed the simple ‘KD’ model for
the ET photocycle of a system in which ET is coupled to conformational dynamics and applied
it to the viscosity dependence of the [α(Zn), β(Fe3+N3

-)] hybrid photocycle.

The model assumes the complex exists as multiple interconverting conformations. These
partition into two populations, NR reactive conformations, R and NS non(poorly)-reactive S
(Fig 3B) because the R conformations are ET-optimized by a shorter ET distance and/or the
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presence of effective pathways created by the presence of specific H-bonds. Taking the
conformations within a population to be equivalent imposes the constraint that the members
of each population have the same average rate constant for conversion to the other along the
single (effective) conformational coordinate (Eq 4a). Fig 3A illustrates the underlying energy
landscape for the simple case, NR = 1, NS = 7. The solutions of the resulting differential
equations for the KD model of a conformationally-coupled ET photocycle (Eq 10; Supporting
Information) were presented previously and their application to forward ET discussed in detail.
6 However, their general applicability was not recognized, and their application to a full ET
photocycle was at best rudimentary.

Examination of the solutions showed they can describe the full spectrum of ET-coupled
dynamics through an appropriate choice of the difference in ensemble energies, ΔERS, of the
ratio of the number of members of R and S ensembles, NS/NR, and of relative values for ET
and conformational kinetic rate constants. As conformational interconversion is ‘turned on’
the model leaves the limit (SE) in which dynamics play no role, either because only a single
state or population is energetically accessible or because conformational changes are much
slower than ET. It passes through a ‘gating/anti-gating’ (G/A) regime, in which the two
conformational populations convert on a time-scale competitive with ET, arriving at a limit in
which ET occurs within a conformationally averaged state (FE) in which the timecourses of
both T and I are monophasic. The model further can describe the ‘Dynamic Docking’ regime,
in which phase-space control of ET in a weakly-bound complex is engendered by a landscape
with numerous conformations of similar energy, only a few of which are ET-active (NS ≫
NR).

The analysis further led to the recognition that when treating intermediate dynamic regimes,
it is instructive to consider not merely the timecourses of the states involved, T and I, but also
the routes by which a complex evolves from its initial triplet conformation to the ET
intermediate, and finally back to the ground conformation, a route being defined as the sequence
of excitation/redox/conformational states traversed during this process. Fig 4 illustrates routes
associated with the FE and SE limits, but it also illustrates a particularly interesting route
traversed when the conformational and ET rate processes compete. Under conditions when the
forward ET reaction is gated and the back ET process ‘anti-gated’, I can follow the GA route,
TS ⇒ TR ⇒ IR ⇒G, which corresponds closely to the intuitive idea of a photocycle in which
the forward reaction occurs from an equilibrium ensemble of conformations but the back
reaction occurs from a non-equilibrium reactive ensemble, Fig 1.

Such consideration of ET routes highlight the fact that ET reactions in conformationally mobile
systems provide a ‘clock’ against which the rapidity of a dynamic event is measured, and that
each ‘branch point’ in a route represents a competition between an ET and conformational
process. In addition to direct deactivation to ground, the triplet populations of Scheme 1 each
have two channels for reaction, one ET and one conformational, [TS ⇐ TR ⇒ IR], [TR ⇐
TS ⇒ IS]; each of the populations of I has only two, [IS ⇐ IR ⇒ G], [IR ⇐ IS ⇒ G]. The
partition of each state into the alternate reaction channel is determined by the relative values
of the respective competing ET and conformational rate constants. As there are four ET rate
constants in the two-population KD model, Scheme 1, all of which can in principle differ, there
are four ‘clocks’ and the photocycle overall should be sensitive to motions on the four
timescales set by them. As the rate constants for the effective conformational coordinate are
progressively slowed with increasing viscosity the partitions at the four branch points should
progressively respond, starting with the branch point that has the largest ET rate constant.
Regarding the two T populations, one must further note that if an ET rate constant is not much
larger than kD, then direct deactivation provides the clock against which conformational events
must compete.
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The KD Model and the ET Photocycle of the Hb hybrids
As a first application of the KD model we analyze the viscosity dependence at 20°C of the ET
photocycle of the pre-docked [α(Zn), β(Fe3+N3

-)] hybrid, Fig 6. Measurements performed with
glycerol and sucrose as solutes give equivalent results when correlated by solution viscosity,
not solute molality, which supports the earlier suggestion that solutes indeed exert their
influence on viscosity, rather than through osmotic effects.68-70 A robust, iterative procedure
for fitting the model to experiment has been devised and simulations of the hybrid ET
photocycle based on the resulting ET and conformational parameters reproduce experiment
quite well across the range of viscosities (Fig 6;Table 1).

The timecourses for the hybrid at 20°C are well described with the model’s assumption of two
conformational populations, the minority ensemble being more ET active. Comparison of the
experimental and calculated progress curves for I shows that the trace for η = 1 cP deviates
appreciably from that for the FE limit, Fig 6E. Beginning with η = 1, and through most of the
viscosity range, multiple routes contribute to the timecourse for I and this precludes simple
analysis; we do note significant involvement of a route involving gated forward ET and
conformational coupling in the back. By the highest viscosity employed, η = 15 cP, the
simulated trace (Fig 6E) suggests that the photocycle is close to the SE limit, but in fact there
is still a significant contribution from the G/A route (Table S3). The fraction of TS that follows
the S route produces IS, while the remainder of the TS population that follows the G/A route
produces IR. The small amount of TR formed directly by flash excitation, FR, undergoes
‘prompt’ ET along the R route; this process, which is similar to that for TR in the SE limit, does
not contribute significantly to the triplet decay, but is important for the progress curve of I.
The total fraction of back ET that proceeds along routes that pass through IR is given by the
sum of the contributions from ‘prompt’ ET along the R route and from the G/A route (ϕR +
ϕG/A). This increases from 8% in the FE limit to 49% at η = 15 cP, and then decreases to ϕR

~ 24% as the contribution of the G/A-route falls to zero (ku ⇒ 0) and the SE limit is reached,
Table S3.

Nature of the ET-coupled Motions in the [α(Zn), β(Fe3+N3-)] Hybrid
The KD analysis of the hybrid ET photocycle shows that the ET-coupled motions are fairly
slow, kd < 103s-1; what are they? Hb is the archetypical allosteric protein, and Hb allosteric
conformational rearrangements occur on the microsecond – second timescales.71 Our current
hypothesis is that ET is coupled to the large-scale allosteric motions which play an integral
role in the O2-binding mechanism of the Hb tetramer.43 In recent years it has been shown that
the low-affinity ‘T’ and the high affinity ‘R’ structures of Hb are in fact ensembles of structures,
and within each there is a near-continuous variation in structure.40,41,72 The [α(Zn), β
(Fe3+L)] hybrid behaves as a diliganded T tetramer,28,35,73,74 One possibility is that the ET-
coupled motions involve conversions between ensembles, and in fact T →R conversion rates
for diliganded hybrids fall into the range of interest here.75,76 Alternatively the conversion
could be within the T ensemble. In either case, an accompanying change in the contacts at the
interface between the [α1(Zn), β2(Fe+3N3

-)] ET partners upon conversion between S and R
configurations would lead to the differing ET reactivities of S and R. Perhaps these changes
might involve the formation and collapse of an inter-subunit network of H-bonded waters, as
has been proposed for inter-protein ET in other systems.52 Future experiments will test these
ideas through the study of Hb hybrids in the presence of allosteric effectors,77-79 and of
hybrids prepared with mutations at the α1/β2 interface,80,81 both of which systematically alter
the allosteric conformational equilibria/dynamics

Benefits of a Photocycle
Although numerous studies have described conformational control of a ‘forward’ ET reaction
that is initiated either by rapid mixing or by photolysis,60,82-90 the results for the hybrid and
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their analysis with the KD model illustrate the benefits of studying a photocycle when possible.
The simplest one is practical and diagnostic. In the absence of conformational influences the
timecourse of I necessarily is a single ‘rise-and-fall’ kinetic phase that is self-consistently tied
to the decay of T through its decay constant, Eqs 1, 2. The simple observation either of a lack
of consistency (different kobs, kp

, Eqs 14, 15) as shown for the hybrids in Fig 5B, or of the need
to fit I(t) with multiple kinetic phases91 implies conformational influences even before
performing measurements as a function of η. For the hybrids, not only are multiple phases
needed to describe I(t) without addition of viscogen, but the η dependence of the timecourse
of I gives additional indications of ET coupling to conformational dynamics, including: i) a
shift in ΔAmax to shorter time and decrease in maximum absorbance change as η is increased;
ii) poor fits of the actual progress curves even to the ‘relaxed photocycle’ model, Eqs 14, 15.

Specific analysis highlights the limited ability to characterize both the ET and conformational
processes when only the kinetics for the photoinitiated ‘forward’ reaction are studied. When
the timecourse of T can be studied throughout the entire dynamic range from FE to SE by
variation of viscosity, and both kinetic phases of Eq 10a, can be observed, it is possible to
obtain all the ET and conformational constants for the forward reaction. If, however, the
timecourse of T is essentially monophasic over the accessible range of η, as is true for the
hybrid, then only some of the parameters are accessible. i) If T is independent of η throughout
the accessible range of η, it could be that there is no conformational coupling, but also it could
be that the system is in FE throughout the range. In this case the measured rate constant is a
conformationally weighted average of microscopic ET constants and conformational coupling
is masked. ii) If, on the other hand, kobs for the single phase simply decrease with increasing
viscosity, reaching a limiting value at high η, then one can only assume that the decay of T
corresponds to the decay of TS, which involves a competition between deactivation to ground,
ET from this state, and gated ET governed by the conformational conversion to TR. In this
case,

(16)

with ku(η) = kd(η)/KS. A fit of kobs (η) with kd(η) given by Eq 11 would then give values for
[kt

S, kd
0, α], as kD is known. In the case of the hybrids, kobs does decrease with η (Fig 5B),

and a fit to Eq 16 gives [kt
S, ku

0, α]; kt
S and α are within ten percent of those from the KD fit

(Table 1), while ku
0 is within a factor of two. Thus treatment with Eq 16 indeed is useful in

defining the role of conformational coupling on forward ET through determination of values
for [kt

S, ku
0, α]. However, measurements of forward ET never can verify that the gating

inequalities given above are satisfied, and in fact the KD analysis of the hybrid photocycle
shows that the key requirement, [kd ≪ kt

R], is violated at low viscosities, kd(1 cP) = kd
0 =

1017 s-1 > kt
R = 517 s-1; thus the assumption leaves a false impression about the values of

kd
0 and kt

R. This treatment naturally cannot give the remaining four parameters that come from
treatment of the back reaction in the KD model, [kt

R, kb
S, kb

R, kd
0 or KS].

Applicability of the KD model
We have shown that this model can describe the full ‘phase diagram’ of ET-coupled dynamics
through an appropriate choice of parameters, but one must consider what is lost by the
restriction to a single effective conformational coordinate. Within the model the decay of T is
biexponential under all conditions except FE, while the timecourse for I can be decomposed
into at most three of the ‘rise-and-fall’ kinetic phases that each correspond to those of the simple
photocycle of Scheme 1. If members of the R and S populations were not constrained to be
equivalent, then the decay of T would be distributed, a characteristic of more complex models
of ET.27-29,73 However, if the distribution of rate constants in a population is not too broad
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this difference is more apparent than real, as it would not be possible to distinguish between
bi-exponential and distributed kinetics in T unless the experimental traces have exceptionally
(and usually unreachably) high signal/noise ratios.92 Similarly it would be hard to
convincingly establish that an experiment demands a more complicated equation for I(t), one
decomposable into four or more kinetic phases or showing distributed behavior. We therefore
suggest that the two-population KD model will usefully describe the basic features of ET
coupled to dynamics in most photocycles, although in some experimental situations more
complex models may well be required.

Supplementary Material
Refer to Web version on PubMed Central for supplementary material.
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Figure 1.
Cartoon of the ‘differential dynamics’ energy landscape for forward and back ET, with Rj
reactive substates and Si less reactive substates. Dot (●) represents the system point for the
equilibrium ensemble of configurations that exist at the start of a photo-initiated ET process
and diamond (◆) represents the system point subsequent to forward ET and prior to return of
ET intermediate to ground.
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Figure 2.
One [α1, β2] ET ‘complex’ of a T-structure hemoglobin tetramer; hemes shown in red.

Patel et al. Page 20

J Phys Chem B. Author manuscript; available in PMC 2009 September 18.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Figure 3.
(A) Two views of a 3D energy landscape with Rj = 1 and seven equivalent Si conformations;
rate constants for conversion from Si to R and R to Si, ku and kd respectively. (B) Gating energy
landscape; S = ΣSi and R = ΣRj.
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Figure 4.
Kinetic routes implicit in Scheme 2 that contribute to the ET photocycle.
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Figure 5.
(a) Experimental progress curves of I for [α(Zn)β(Fe)(N3

-)] at η = 1 cP (red), η = 1.7 cP (green),
η = 6.3 cP (blue), and η = 12 cP (purple); overlaid lines represent fits to Eq 2 for a relaxed
photocycle, kobs ≠ kp. The agreement between the long-time tails of the experimental and
calculated traces has been slightly improved by inclusion in the latter of a slight contribution
from [α1(ZnP+)β2(Fe3+)/α2(ZnP)β1(Fe2+)] dimer pairs that form by dissociation of tetrameric
I; these do not recombine to tetramers and undergo back ET on the timescale of these
experiments (Supporting Information). (b) ET rate constants, kb (red), kp (blue), and kobs
(green) as a function of η for a relaxed photocycle: kobs from fits of T to Eq 15; kb and kp from
fits of timecourse for I to Eq 15. Lines are to guide the eye.
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Figure 6.
(a-d) Experimental I timecourses (black) at η = 1, 1.7, 6.3, and 12 cP overlaid with simulated
KD traces (solid lines) calculated with final parameters in Table 1. Below each trace is its
decomposition into conformers, IS (short dashed line) and IR (dotted line). As in Fig 5A,
agreement between the long-time tails of experimental and calculated traces requires a slight
contribution from [α1(ZnP+)β2(Fe3+)/α2(ZnP)β1(Fe2+)] dimer pairs that form by dissociation
of tetrameric I; these do not recombine to tetramers and undergo back ET on the timescale of
these experiments (see Supporting Information). (e) Evolution of I progress curves from FE
limit to SE limit; calculations use final parameters in Table 1.
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Scheme 1.
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Scheme 2.
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Table 1
KD Parameters that Describe the [α(Zn), β(Fe3+N3

-)] ET Photocycle.

Parameter Initial Final

kteq (s-1)a 18 21

kbeq (s-1)a 230 210

kt
S (s-1)a 5 5

kt
R (s-1) 409 517

kb
S (s-1) 221 200

kb
R (s-1)a 500 550

KS 30 31

α 0.83 0.91

kd
0 (s-1) 3000 1017

a
Constraints generated as described in text
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