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One of the most widely used high-throughput technologies is
the oligonucleotide microarray. From the initial development
of microarrays, high expectations were held for their use to aid
in answering biological questions, due to their ability to mea-
sure mRNA abundances on a genome scale. However, accu-
mulating experience is revealing that even when questions of
sample preparation, data processing, and dealing with the in-
herently noisy data (81) are set aside, the large amount of data
generated has proven difficult to analyze and interpret (12). It
is also often challenging to narrow down specific novel findings
based solely on expression profiling data.

Here, we present a downloadable compendium of gene ex-
pression profiles for Escherichia coli and discuss the experience
from one lab in which expression profiling data have been
employed in a myriad of studies of E. coli. We will try to
address two classes of expression profiling data usage: (i) how
expression profiling can be analyzed using more traditional
statistical methods to provide biological understanding and (ii)
how genome-scale models form a context within which expres-
sion profiling data content increases in value.

THE DATA

We present a database of 213 expression profiles produced
in our laboratory and used in many of the case studies reviewed
here. These profiles represent measurements for about 70
combinations of variations in experimental conditions and ge-
netic variations in E. coli K-12 MG1655. In this set of experi-
ments, the following parameters were varied: (i) the carbon
source, (ii) the terminal electron acceptor, (iii) the tempera-
ture, (iv) the number of days the bacteria were grown at mid-
log phase, and (v) the genotype (wild-type and gene deletion
strains were used). These data and the corresponding mini-
mum information about a microarray experiment (9) may be
freely downloaded at http://systemsbiology.ucsd.edu/In_Silico
_Organisms/E_coli/E_coli_expression2.

LEVELS OF ANALYSIS

Much insight into the function of E. coli has been gained
over the past decade through the statistical analysis of
cDNA and oligonucleotide arrays. Methods such as the ge-
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nome-scale analysis of differential gene expression patterns
(21), clustering and classification (17), and gene set enrich-
ment (76) have been successfully deployed. Overall, our
experience shows that informative results can also be ob-
tained if data are analyzed in the context of a genome-scale
network reconstruction and with the use of an in silico
model. Furthermore, greater success in data analysis has
been achieved on a fine-grain level for more specific hypoth-
esis generation and assessment than on a coarse-grain ge-
nome-scale level. The lessons learned from the analysis of
this data set can be classified by the granularity of the
analysis and the level of use of the in silico model.

(i) Genome-scale analysis without using a modeling frame-
work. E. coli grown to mid-log phase on various carbon sources
and/or with various gene knockouts has been shown to usually
evolve a growth phenotype as predicted computationally. How-
ever, only a modest level of understanding of the optimal
growth phenotype was obtained through the analysis of gene
expression data alone.

(ii) Regulon- and network-level analysis in the modeling
framework. Several studies in which computational models
have been tested to predict global properties of E. coli metab-
olism and transcriptional regulation, to suggest pathway usage
in strains that do not grow at the optimal rate, and to predict
gene expression changes under growth condition shifts have
been conducted. Here, expression profiling data have played a
beneficial role in both validating computational predictions
and providing necessary information to predict novel regula-
tory interactions.

(iii) Gene-level analysis using in silico models. The most
informative use of gene expression profiling data was found
when simulations predicted growth phenotypes that conflicted
with experimental observations (growth/no growth), suggesting
that undiscovered pathways still existed. Microarrays were
used in this setting to identify individual genes that may con-
tribute to computationally predicted pathways.

Each of these levels of analysis will be discussed and exam-
ples will be provided below.

GENOME-LEVEL ANALYSIS WITHOUT USING IN
SILICO MODELS

Characterizing disparate paths to common end points in
adaptive evolution. Wild-type E. coli K-12 has been evolved to
improve the growth rate by using serial passaging in the mid- to
late log phase of growth (45, 47). Interestingly, when parallel
cultures are evolved in this way, their evolutionary paths are
not the same, though they usually evolve to have similar growth
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rates, substrate uptake rates, and oxygen uptake rates at the
group level (31, 32). In an effort to understand these different
evolutionary pathways toward similar end points, gene expres-
sion profiles at different time points in the evolution of strains
grown on lactate or glycerol were obtained and analyzed (31).

Cultures grown on glycerol and lactate experienced signifi-
cant changes in the expression of 39 and 18% of genes, respec-
tively (compared to expression during growth on glucose), on
the first day. At the evolutionary end points (44 and 60 days,
respectively), the strains evolved on glycerol and lactate had
only 11 and 7% of the genes differentially expressed relative to
the expression state prior to adaption to the new carbon sub-
strate. Thus, it is apparent that most genes with altered expres-
sion on the first day will return to preevolution transcription
rates by the evolutionary end point. These changes were likely
due to some response to the initial change in the substrate and
thus were compensated for over the course of adaptation, since
regulatory mechanisms that were active on day 1 (phoB, cre,
crp, and rpoN) were not active thereafter. Even more interest-
ing is that few genes that evolved differential expression pat-
terns over time were differentially expressed in most of the
replicates run in parallel. For example, in strains evolved on
glycerol, 23 genes involved in cell motility were consistently
downregulated in almost all replicates, leading to decreased
cell motility. The strains evolved on lactate had only two genes
which were consistently differentially expressed, one of which is
necessary for the phosphorylation of pyruvate following lactate
uptake. However, when gene expression changes were com-
pared with fluxomic data for the same strains, little correlation
was found (41), suggesting that more complex regulation was
occurring, possibly at several levels that are hard to elucidate
from gene expression profiling alone.

Despite the fact that the growth phenotypes converged to
similar phenotypic end points, the gene expression profiles of
the evolved strains varied widely, allowing many pathways to
similar phenotypes in the fitness landscape. In addition, the
gene expression profiles showed highly consistent regulatory
responses upon the initial introduction of E. coli to a new
growth substrate, followed by the consistent relaxation of these
changes. However, a purely statistical genome-scale analysis of
the gene expression data suggested only some general princi-
ples in adaptive evolution but failed to elucidate any specifics
in the mechanisms underlying them. The profiles did not even
suggest the genetic basis that was subsequently established
using whole-genome resequencing (40). The remaining exam-
ples will demonstrate how the contents of gene expression
profiles were more effectively analyzed in the context of ge-
nome-scale models for network-level questions and gene-level
discoveries.

USING IN SILICO MODELS: PROVIDING CONTEXT
FOR CONTENT

Genome-scale models and gene expression profiling to study
the genotype-phenotype relationship. With the availability of
annotated genome sequences, constraint-based models of mi-
crobial metabolism on the genome scale have been built (24,
25). The genome-scale E. coli network reconstructions that
have appeared (24, 29, 67) are highly curated knowledge bases
of all known biochemical transformations for the organism of
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TABLE 1. Studies in which gene expression profiling was used in
conjunction with constraint-based modeling for E. coli

Purpose(s) of study(ies) Reference(s)

Discovery of novel gene function...........cceceeeeeeveeeeeveeennnne.
Prediction of gene expression levels/changes
Prediction of transcriptional regulatory
rules/gene coregulation...........cceeueuvuvieirenininenisininieine
Characterization of adaptive evolution on

alternative carbon sources/in mutant strains ................ 6, 30, 33, 38
Validation of regulatory/metabolic
NEtWOTK PIOPETTIES ...ovviviiiiiiiriicieiieeiieeeees 5, 65

Modeling and characterization of
gene expression changes under

mixed-substrate conditions...........cceveeveevereereereveeeeeeeenenns 7, 80
Metabolic engineering and strain

design/characterization ..........cccceeeeveeeeereseeineeeseneneeneenes 54
Validation of gene annotation/

gene-finding algorithm........ccccoeveeinncnnnneccee 51, 60
Construction of context-specific models...........ccccvueunnee. 6

interest (66). Network reconstructions can be converted into a
mathematical format and used to produce in silico models (28,
55). Since these advancements, scores of studies have at-
tempted to mechanistically describe genotype-phenotype rela-
tionships using genome-scale metabolic network reconstruc-
tions and in silico models. Computational models of E. coli
have been employed for metabolic engineering (3, 34, 84),
exploratory analyses of network properties (2, 11, 65), gene
function discovery (15, 68, 70), and studies of phenotypic be-
havior and component essentiality (36, 46, 58) and properties
of evolution (30, 45, 61, 62) described in more than a hundred
publications and patents. Applications of constraint-based
modeling for E. coli have been reviewed recently (28). In these
applications, constraint-based modeling has demonstrated
some of its strengths, including its abilities (i) to scale to ge-
nome-size networks, (ii) to be easily integrated with a wide
range of analytical methods (55, 64), and (iii) to provide useful
predictions despite incomplete knowledge (20, 53).

The E. coli network reconstructions have proven useful in
biological discovery when coupled with high-throughput data.
Gene expression profiling data have been used in conjunction
with E. coli genome-scale metabolic models to discover func-
tions of uncharacterized open reading frames (ORFs) (68),
gain insight into the growth phenotypes of mutant strains (30,
38), validate computational predictions of metabolic network
functional modes (5), and predict transcriptional regulatory
rules (20). Table 1 provides a more comprehensive list of
studies in which gene expression data have been analyzed in
the context of genome-scale reconstructions and models of E.
coli metabolism and transcriptional regulation.

Gene expression profiling aiding in the analysis of in silico
results. Gene expression profiling may be used with constraint-
based modeling to validate computational methods/outcomes,
verify model completeness, or predict missing pathways. As is
common with any modeling framework, much may be learned
from integrating data with computational outcomes (Fig. 1).
Accurate predictions may allow for a more detailed under-
standing of the biology (26, 30, 45) or help simplify complex
biological systems by suggesting essential variables (5). Incor-
rect predictions, on the other hand, can be used to guide
discovery. Reconciling incorrect predictions with measured
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FIG. 1. Potential outcomes from simulation and analysis of genome-scale models (5). Like any modeling framework, constraint-based models
can lead to either accurate or inaccurate predictions. In cases in which an accurate result is found, microarray data have been used to validate the
model and methods of analysis, provide data for potential insight into the biology reflected by the simulations, or suggest simplifications for an
otherwise complex biological system. For example, as depicted in the graph, E. coli metabolism and its associated TRN exhibit few functional
modes, affected mostly by the electron acceptor used. Activity profiles formed three clusters, separated as a function of the electron acceptor
(represented by the ellipses), the carbon source (represented by separation inside each ellipse), and to a lesser degree, the nitrogen source. If,
however, the simulations yield inaccurate predictions, novel findings can be obtained through alternative analytical methods. Predictions of inactive
pathways, novel pathways, or new regulatory rules are just examples of new knowledge that may be gained this way. DMSO, dimethyl sulfoxide;

TMAO, trimethylamine N- oxide.

data can help elucidate novel pathways (68), bottleneck reac-
tions (38), or regulatory interactions (20, 68). Gene expression
data have been used in several cases to derive novel knowledge
from both accurate and inaccurate in silico predictions for E.
coli, as will be demonstrated here.

USING IN SILICO MODELS: VALIDATING
ACCURATE PREDICTIONS

Computational predictions suggest that the E. coli tran-
scriptional regulatory network (TRN) for metabolism demon-
strates few functional states. Utilizing a metabolic reconstruc-
tion with all known transcriptional regulatory rules (20), E. coli
was grown in silico under 15,580 different medium conditions.
The functional state of the TRN that governs metabolism was

described with activity profiles that were generated by combin-
ing the gene expression predictions and on/off regulatory logic.
In this process, it was demonstrated that the regulatory net-
work, as it is currently known, that governs metabolism in E.
coli exhibits few functional states.

These activity profiles were projected into a transcriptional
regulatory space and then subjected to clustering and dimen-
sionality reduction. As shown in Fig. 1, these profiles clustered
into effectively three dimensions. Clusters were separated as a
function of the electron acceptor, the carbon source, and to a
lesser degree, the nitrogen source. To test these computational
predictions, the activity profiles for nine growth conditions
used to produce a number of gene expression profiles were
computed. The spatial organization of the gene expression
profiling data was then shown to correlate well with the orga-
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nization of the computational predictions shown in Fig. 1,
despite the intrinsic noise of the microarray data. Validation
from the gene expression profiling data not only provided
support for the algorithm used, but also supported the hypoth-
esis that while complex cellular networks have the potential to
generate many different behaviors, the number that cells utilize
is relatively small. Also, in the case of E. coli, this behavior is
dependent mostly on the type of terminal electron acceptor
which is available to the organism and the presence or absence
of glucose or gluconate.

Beyond insights into E. coli biology, two central lessons that
came out of this study were as follows. First, the summary of
these functional states described through simulation is not
possible with only a logical connectivity diagram of the TRN;
thus, it is apparent that genome-scale computational models
will continue to play an important role for the understanding of
biological systems. Second, this study demonstrated that ratio-
nal analysis of gene expression profiling data in the context of
mechanistic models can provide insights into biology that oth-
erwise may be missed.

Analyzing gene expression profiles through context-specific
models. Since a reconstruction is a knowledge base that con-
tains details about all known biochemical transformations, it
serves as a superset of all reactions that are actually function-
ing at any one time. For that reason, model accuracy can be
improved if context-specific models are constructed by con-
straining the flux through reactions (1, 7) and/or removing
reactions associated with genes that would not be transcribed
or active under the given conditions (18-20, 39). When regu-
latory mechanisms are poorly understood, a few approaches
can be employed that use high-throughput data to build con-
text-specific models or analyze such models on a gene-by-gene
basis (1, 74, 83) or on the basis of functional modules (71).

One method, initially tested on E. coli, accurately predicts
context-specific models based on measured gene expression
levels. This algorithm, called GIMME (6), utilizes an optimi-
zation framework and scoring algorithm to determine the best
model structure based on gene expression levels and known
functionalities of the cell under the given conditions. This
algorithm was employed with gene expression profiling data
for strains from three different studies: (i) strains of E. coli that
were evolved on glycerol or lactate (31); (ii) E. coli mutant
strains that were designed using computational predictions
(34) to produce lactate (42); and (iii) wild-type and mutant
strains that were grown under conditions that included differ-
ent terminal electron acceptors (20).

Each data set was used to generate a context-specific model.
A scoring algorithm was used to test if the microarray data
were consistent with the expected cellular objectives.

First, models of wild-type strains of E. coli and strains
evolved on glycerol and lactate were generated. It has been
shown previously that wild-type E. coli does not grow optimally
when immediately grown under an alternative growth condi-
tion; however, strains grow faster and more efficiently when
grown at mid-log phase for extended periods of time (45). In
addition, strains evolved on lactate or glycerol usually grow
more rapidly than wild-type E. coli on many different sub-
strates (31). In this study, when models from the evolved-strain
data were compared with models from wild-type gene expres-
sion data, the evolved-strain models were found to be more
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consistent with the required network topology for optimal
growth under all tested growth conditions. This finding sup-
ports the hypothesis that E. coli alters its gene expression
profile in adaptive evolution, thereby allowing for more effi-
cient network topology and for improved growth on a new
substrate.

In the second case, a computational algorithm was used to
predict gene deletion mutant strains of E. coli that would
produce and excrete lactate in order to grow optimally (42).
The gene expression data from a strain predicted with the
OptKnock algorithm were much more consistent with lac-
tate production than the gene expression data from wild-
type E. coli (P = 0.0014). This result provides added support
for the notion that E. coli can rearrange its gene expression
pattern to cope with a gene deletion and that this gene
expression pattern is consistent with the computationally
predicted phenotype.

The third case employed data gathered from 21 different
unevolved-strain and electron acceptor combinations. Data
from each comparison were employed to determine how con-
sistent the gene expression profiles were with the growth char-
acteristics under the three electron acceptor conditions (aero-
bic, anaerobic, and anaerobic with nitrate). When pairwise
comparisons of all 21 combinations were made, it was clear
that groups of arrays from the three electron acceptor condi-
tions were more consistent with the required network topology
for growth under the corresponding conditions than data from
strains grown under other conditions. In fact, all statistically
significant comparisons demonstrated that data from aerobic
growth were more consistent with the required network topol-
ogy for growth on oxygen than the results from microarray data
for strains grown anaerobically with or without nitrate. This
comparison held true also for anaerobic growth in 99% of the
cases and for growth under anaerobic conditions with nitrate
supplementation in 90% of the cases. Since the data were gath-
ered within a day after strains were introduced to these growth
conditions, these results add yet more support for the idea
that the E. coli TRN is wired for rapid response to changes
in terminal electron acceptors, thus allowing near optimal
growth.

In this study, only a brief look at the results of mapping the
gene expression profiling data to the E. coli metabolic network
was taken, since the goal was primarily to validate the method.
This study did, however, provide additional evidence for hy-
potheses concerning gene expression states in evolved strains
and engineered strains and under various growth conditions.

In addition, recently developed alternative methods allow
the construction of context-specific models based on previously
established network reconstructions by the direct mapping of
gene expression data to a reconstruction (82) or the use of
mixed-integer linear programming to determine an optimal
network based on gene expression and proteomic data (74).
Since neither of these approaches has been applied to E. coli in
studies reported in the literature, it is expected that a more
in-depth analysis of the gene expression data mapped onto the
E. coli metabolic network by these novel methods will lead to
additional insights into E. coli metabolism and transcriptional
regulation.
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USING IN SILICO MODELS: FALSE PREDICTIONS
DRIVE DISCOVERY

Experimental validation of simulation results is necessary
when testing novel hypotheses; however, it is not uncommon
that the model fails to predict the experimental results accu-
rately. Fortunately, such inconsistencies can drive biological
discovery and elucidate novel understanding of biological
mechanisms.

Refining regulatory network reconstruction. Gene expres-
sion profiling data have been used to iteratively refine genome-
scale models of metabolism and transcriptional regulation (20,
39). A computational model of metabolism was used to predict
growth phenotypes for 13,750 different combinations of nitro-
gen sources, carbon substrates, and nonessential-gene knock-
out mutants of E. coli (8, 37). When the model of metabolism
was coupled with all known transcriptional regulatory rules, it
accurately predicted the growth phenotype in 78.7% of the
simulations. To improve the predictive power of this model, a
dual-perturbation study was conducted in which the aerobic/
anaerobic conditions were tested using six knockout strains in
which key transcriptional regulators in the oxygen response
system were removed (AarcA, AappY, Afnr, AoxyR, and AsoxS
strains and the dual-knockout AarcA Afnr strain). Gene expres-
sion profiles were obtained for wild-type E. coli and each of the
knockout strains. Computational predictions of differential
gene expression patterns were also made by using the models;
however, the degree of overlap between measured gene ex-
pression changes and computationally predicted changes was
low (only ~15% of the differentially expressed genes were
predicted by the model).

Novel regulatory rules were predicted by conducting a two-
way analysis of variation comparing the microarray data set for
each knockout strain in this study against the wild-type array
data. The results allowed many regulatory rules to be rewrit-
ten, relaxed, or removed. These updated regulatory rules were
then again tested by allowing the model to predict gene ex-
pression changes. The updated model accurately predicted 100
of the 151 measured gene expression changes and gave 0 false
positives.

In this study, the iterative modification of gene regulatory
rules led to three conclusions that suggest the need for the
analysis of microarray data in the modeling context. First, the
Boolean rule prediction can be difficult under some knockout
conditions, due to complex interactions with other transcrip-
tion factors. Second, when a transcription factor is activated,
the levels of mRNA for the regulatory protein can either in-
crease or decrease. Therefore, the identification of gene reg-
ulatory networks will not occur solely by the identification of
correlated gene sets through statistical analysis. Third, differ-
ential gene expression patterns are the effects of complex in-
teractions and indirect effects. Because transcription factors
can be affected by many factors such as internal metabolite
concentrations and metabolic by-products, the elucidation of
gene regulatory networks will not likely occur without the aid
of computational models and follow-up experiments (4).

Characterizing metabolic network mutants in adaptive evo-
lution by introducing network information into analyses.
Growth profiles for in silico E. coli gene knockout mutants on
different growth substrates were computed. When the genes

MINIREVIEWS 3441

were knocked out in vitro and the strains were evolved to the
end point (600 to 800 generations), it was demonstrated that
78% of these strains evolved to computationally predicted
growth rates (30). Many of the failed predictions involved Appc
and glucose-grown Aspi strains. These mutants were later sub-
jected to isotopomer metabolic flux analysis and gene expres-
sion profiling (33).

Both mutants initially suffered impaired growth phenotypes
but rapidly evolved reproducibly improved phenotypes. Many
recovered wild-type-like phenotypes at the end of the evolu-
tion time course. The metabolic flux analysis revealed that,
initially, the mutants diverted flux around the genetic lesions
through normally latent pathways like the glucose-inhibited
glyoxylate shuttle or the methylglyoxyal bypass. The fluxomic
data suggested that mutants evolving in parallel relied on the
same adaptation principle of the redirection of local flux
around the lesion to cope with the altered metabolomic bal-
ance.

Since fluxomic data only suggested sites of altered activity,
gene expression profiling was employed to find a genetic basis
for the altered pathway utilization. The Afpi strains demon-
strated changes in gene expression among the reactions in-
volved in the methylglyoxyal bypass. Analyses of changes in
gene expression between the wild type and the evolved Appc
strains showed the upregulation of the glyoxylate shunt and the
downregulation of the lower part of the tricarboxylic acid cycle
in the mutant strains. In addition, adaptive mechanisms in the
TRN that would help the cells meet energy demands were
seen; nevertheless, it was apparent that the mechanisms un-
derlying adaptive evolution include differential gene expres-
sion patterns, which aid in the rerouting of metabolic fluxes
around genetic lesions and the adjustment of downstream
fluxes to achieve one of potentially many optimal states.

Reconciling suboptimal growth with pathway inactivation
predictions. As discussed above, in a few cases, mutant strains
of E. coli failed to evolve completely to achieve the computa-
tionally predicted growth rates (30). It is believed that compu-
tational overpredictions such as these are the results of reac-
tions that are unable to operate at full capacity. Based on this
assumption, a computational method was developed to find the
reactions that acted as bottlenecks in the metabolic network
when growth rates were incorrectly predicted (38).

The method, called optimal metabolic network identifica-
tion, was applied to five E. coli mutant strains that all grew
suboptimally, even after adaptive evolution (30). For each
case, data from the *C-labeled-tracer experiments just dis-
cussed (33) were used to predict sets of bottleneck reactions
that, if removed from the model, would improve model pre-
dictions for the intracellular flux and growth rate. To validate
these sets of bottleneck reactions, gene expression data were
analyzed to see if the genes associated with the bottleneck
reactions were consistently downregulated. In this analysis, it
was found that most genes associated with bottleneck reactions
were, in fact, downregulated.

The utility of this method was further validated with a dou-
ble-gene-deletion strain (ApfkA Apta) (34, 42) for which there
were no flux data. By using only uptake and secretion rates for
a few metabolites, bottleneck reactions (e.g., those of pyruvate
dehydrogenase and ATP synthase) were predicted, and the
genes associated with these reactions were evaluated in rela-
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tion to the gene expression data. Once again, there was strong
concordance between the predicted sets of genes and the mea-
sured expression levels of those genes.

The comparison of gene expression data with the bottleneck
predictions demonstrated the downregulation of many genes
associated with the bottleneck reactions, thus providing sup-
port for these predictions and suggesting that transcriptional
regulatory mechanisms likely play a part in inhibiting these
strains from reaching an optimal growth rate.

GENE-LEVEL ANALYSIS WITHIN THE
GENOME-SCALE FRAMEWORK

Model-driven discovery of metabolic pathways and gene
function. In terms of metabolism and transcriptional regula-
tion, E. coli is arguably one of the best-characterized model
organisms (77). However, despite this depth of knowledge, it is
apparent that there are still unknown metabolic pathways (56,
63, 68), many uncharacterized regulatory interactions (20, 73,
77), and hundreds of ORFs with unknown functions (69).

Recently, a model-driven approach was undertaken to rec-
oncile cases in which a genome-scale model of E. coli failed to
predict the experimental growth phenotype data (68). There
were 50 cases in which the failure was due to incomplete
knowledge of E. coli metabolism; therefore, a computational
algorithm was used to predict potential reactions or transport-
ers that could reconcile the model predictions and experimen-
tal results. The algorithm queried a database of all known
metabolic reactions in living organisms (49) and computed the
minimum number of reactions needed to restore in silico
growth in the model. A subset of the predicted solutions was
chosen for experimental verification, leading to the annotation
of eight ORFs.

The annotation of three ORFs in this study was facilitated
with the use of Affymetrix gene expression data. As one exam-
ple, the in silico model predicted that E. coli was not able to
grow on L-galactonate, as there were no known genes for such
a pathway. Candidate genes for L-galactonate oxidation and
transport were elucidated from Affymetrix gene expression
profiles for E. coli grown on L-galactonate. When compared to
an assortment of arrays from other growth conditions, these
arrays showed the strong upregulation of two ORFs: yjjL (44-
fold increase) and yjjN (23-fold increase). After additional
experiments (gene knockout screens and reverse transcriptase
PCR analyses), these genes were annotated as follows: yjjiL
encodes a product that transports L-galactonate, yjjN is respon-
sible for the rL-galactonate oxidoreductase activity, and yjjM
regulates the gene expression.

Thus, it is apparent that gene expression profiling may be
used in tandem with in silico modeling to demonstrate where
knowledge is incomplete. While successful in silico predictions
can help to validate a model, this study showed (i) that failed
predictions may be used to algorithmically generate experi-
mentally testable hypotheses and lead to the refinement of the
genome annotation on a gene-by-gene basis and (ii) that mi-
croarray data are more informative when used to find answers
to fine-grain hypotheses.
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FIG. 2. Pipeline of data to generate genome-scale in silico models
that are predictive. Constraint-based modeling is evolving into a pro-
cess with two steps in computation: (i) reconstruction and (ii) simula-
tion. Novel computational methods are able to integrate genome se-
quences and various high-throughput data types (gene expression data
and chromatin immunoprecipitation-on-chip/chromatin immunopre-
cipitation-sequencing data, etc.) to aid in the reconstruction of meta-
bolic and transcription/translation networks and TRNs. After curation,
an integrated network reconstruction can be converted into a model
based on the organism’s genotype and environmental conditions. From
that point, hypotheses can be tested in silico and exploratory analysis
can be conducted. WT, wild-type.

CONCLUSIONS AND FUTURE DIRECTIONS

Several forms of statistical analyses of genome-scale gene
expression data have been practiced extensively over the past
decade. Numerous studies of E. coli physiological functions
and responses have benefitted from these approaches (13, 23,
48, 52, 79, 85). However, while purely statistical data analysis
approaches play an important role, our experience and evi-
dence from recent studies have shown that the analysis of gene
expression data in the context of an in silico model offers an
alternative approach that allows better extraction of mechanis-
tic, functional, and fine-grain knowledge from data (14, 22, 50,
51, 74). The modeling framework has been used in conjunction
with gene expression profiling to discover properties of E. coli
metabolism and transcriptional regulation. In addition, these
approaches have been used together to identify inaccurate
predictions and help identify novel pathways and annotate
uncharacterized genes. This modeling context for gene expres-
sion profiling content will likely open up new possibilities for
biological discovery in E. coli and other organisms.

The microarray platform has been in successful use for over
a decade and has helped pave the way for the improved anal-
ysis of novel sequencing technologies (57, 59, 72) which will
likely replace much of the work currently done on a microar-
ray, as these technologies offer an improved dynamic range
and the identification of all RNAs, not just those which are
able to bind to a complementary sequence. However, the com-
putational framework in constraint-based modeling will re-
main a useful platform for the analysis of these and other
high-throughput technologies. In fact, methods to create a data
integration pipeline that will incorporate gene expression pro-
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filing data and transcription factor binding information, etc., to
help build more complete genome-scale networks are being
developed (4, 10, 16, 27, 43, 44). These methods will effectively
streamline constraint-based modeling into a two-step process
(Fig. 2). This process will lead to the rapid reconstruction of
networks (including those of metabolism, transcriptional reg-
ulation, and the machinery used for transcription and transla-
tion) (78). Such networks can, in turn, aid in improving data
analysis. Gene expression profiling was one of the first high-
throughput methods that has allowed for prediction with and
validation of genome-scale models. Genome-scale models, in
turn, can now utilize this and other high-throughput data
sources for further discovery.
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