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Abstract
Evidence about care of older adults informs practice but is influenced by special methodological
challenges. Missing data, ranging from lack of individual items in questionnaires to complete loss
to follow up, affect the quality of the evidence and are more likely to occur in studies of older
adults because older adults have more health and functional problems that interfere with all
aspects of data collection. The purpose of this article is to promote knowledge about the risks and
consequences of missing data in clinical aging research, and to provide an organized approach to
prevention and management. While it is almost never possible to achieve complete data capture,
efforts to prevent missing data are more effective than analytic “cure”. Strategies to prevent
missing data include 1) selecting a primary outcome that is easy to determine and devise valid
alternate definitions, 2) adapting data collection to the special needs of the target population, 3)
pilot testing data collection plans, and 4) monitoring missing data rates during the study and adapt
data collection procedures as needed. Key steps in the analysis of missing data include 1)
assessing the extent and types of missing data prior to analysis, 2) exploring potential mechanisms
that contributed to the missing data, and 3) using multiple analytic approaches to assess the effect
of missing data on the results. Manuscripts should 1) disclose rates of missing data and losses to
follow up, 2) compare drop outs to participants who completed the study, 3) describe how missing
data was managed in the analysis phase, and 4) discuss the potential impact of missing data on the
conclusions of the study.
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INTRODUCTION
Missing data are a special challenge in clinical aging research because older adults are more
likely than younger adults to experience health and functional problems that limit data
collection. In longitudinal studies, death and loss to follow-up increase with age.1 Cognitive
or physical deficits can lead to inability to perform some assessments, leading to incomplete
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data.2 Missing data from any of these causes can bias results, reduce generalizability and
limit power. The ultimate consequence of missing data is distortion from the truth; reducing
the internal and external validity of study results (Table 1). For example, in a hypothetical
study of the course of dementia, persons who become unable to follow directions may not
complete formal cognitive testing and will have missing test scores. Over time, as those who
are unable to complete the tests do not contribute data, the group mean and range of
cognitive test scores will appear better than they really are. In a clinical trial of an
intervention to prevent disability, missing data might occur if persons with disability have
difficulty coming to a central site for testing. If the intervention was effective, the control
group might develop more disability than the treatment group, be less able to come in for
testing and subsequently have more missing data. Using only the data obtained from persons
who came in for testing, the difference between treatment arms in disability scores will be
smaller than truly occurred.

Investigators within the field of aging research have developed successful strategies to
minimize missing data during studies of complex older people. These strategies may be
useful to all investigators who wish to extend participation to a greater range of age and
health. While missing data in older adults are the focus of this manuscript, similar issues and
solutions may apply to other populations with complex, multisystem chronic illnesses and
unique social issues, such as persons with AIDS, renal failure on dialysis or multiple
developmental disabilities.3

Our objective is to promote knowledge about the risks and consequences of missing data in
clinical aging research, and to provide an organized approach to its prevention and
management. Everyone who creates or uses data, including investigators, trainees, grant
sponsors, providers, policy makers, older adults and their families, has a stake in the creation
of reliable evidence to improve care for the rapidly growing aged population. Creating
strong evidence requires special attention to the prevention and management of missing
data.

OVERVIEW
Missing data can range from loss of single items, for example when a participant refuses or
is unable to answer a question, to loss of all follow-up data, as when a participant withdraws
from a study. For any kind of missing data, prevention is more effective than analytic “cure”
and should be part of every phase of research. Planning for missing data begins with the
development of the research question and design of the study, and then continues throughout
planning, piloting, implementation, monitoring, and data management and analysis (Table
2). In each phase, the challenges of an aging population are anticipated and strategies to
reduce the risk of missing data are implemented. In general, the most effective strategies
include 1) use easily obtainable primary outcomes, 2) prioritize data collection, 3)
prespecify alternative data collection strategies and 4) anticipate the resources needed to
maintain participants with health and functional problems in the study. Analytic techniques
for management are a last resort and can rarely fully account for the effects of missing data.

THE RESEARCH QUESTION AND THE DESIGN
In an ideal (but unachievable) study, the participants reflect the true referent population and
are all retained with complete data. In reality, any study is a trade-off between internal
validity and generalizability. Scientific issues, such as need for a homogenous population or
risks of study interventions, usually guide the choice of inclusion and exclusion criteria, but
these decisions also have an impact on missing data rates. Participants excluded from
research due to comorbidity or frailty are also more likely to generate missing data. A
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compromise that increases generalizability is to minimize exclusions while simultaneously
adapting study procedures to maximize data completion. Recruitment and retention
strategies for older adults are discussed in detail in another Research Methods article.4

In order to minimize missing data, studies of older adults are likely to require an investment
of substantial resources for this purpose. The investigator who is designing the study must
weigh the best use of limited resources; there may be competition between the need to
maximize sample size versus the need to prevent missing data. For example, a clinical trial
with fixed resources might invest in a sample size of 200 and achieve 95% outcome data
collection or for the same cost, obtain a sample size of 400 but only achieve 70% data
capture. While the final sample size will be larger in the latter, the results may be more
distorted and less valid.

MEASURES
The impact of missing data varies depending upon the type of variable: primary outcome,
secondary outcome, primary predictor or covariate. Some strategies to reduce missing data
are specific to the type of measure, while others apply to all. In general, consider the impact
of health and functional limitations on data collection and minimize the time and effort of
the participant associated with data collection.

Missing data due to inability to perform a test is a special concern in aging research. Since
this is a predictable problem, it can be anticipated. Reasons for missing data, such as
physical inability, cognitive state, or equipment failure, can be predefined, coded and used
later in analysis. Some performance measures incorporate a code for “can’t do”. For
example, the Short Physical Performance Battery assigns a score of 0 to inability to perform
a task.5 Tests that count the number of completed items (such as the Digit Symbol
Substitution Test6) or record a distance moved within a specified time frame (such as the six
minute walk7) accommodate failure to perform with a score of zero. Sometimes the number
of missing items, such as the number of missed tones in hearing tests,8 is itself the outcome.

Proxy respondents are a commonly used alternative data collection source for observable
phenomena such as dependence in functional activities.9, 10 Some data can be obtained
from proxies when participants are unable to answer for themselves due to cognitive decline,
intercurrent illness, or death. Both proxy characteristics and the type of data requested have
an impact on reliability. Respondents who live with the participant, as opposed to those who
see the participant less often, provide responses that have the highest reliability as proxies
for the absent participant.9, 10 High caregiver burden can lead to a negative bias in proxy
reports of health and function.10 Agreement between proxies and participants is highest for
observable phenomena such as functional domains and diagnosed conditions, and lower for
factors that are more subjective, such as emotional state and symptoms.9, 11 In general,
proxy respondents tend to overestimate the presence of health problems and disability.9–11
To enhance the reliability of proxy measures, it is important to identify a proxy with
adequate knowledge of the participant and to use proxies only for measures for which proxy
reports have been validated.

Outcome or Dependent Variables
Outcome or dependent variables measure the observed consequences of an exposure or
intervention studied. For any study that is not cross-sectional, participants must be
monitored over time. Changes in health or intercurrent events may precipitate losses to
follow-up and incomplete data. If persons with and without outcome data are different,
results will be biased. Missing outcomes also decrease power. For these reasons, the first
priority in data collection is to minimize loss of outcome data. Strategies to promote
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acquisition of outcome data include use of passively available information, alternative data
acquisition for essential data, protocol modifications for follow up data collection, and use
of combined outcomes. Passively available data, such as mortality data from the National
Death Index, functional status acquired in nursing homes from mandated data sources such
as the Minimum Data Set, or health care utilization from Medicare claims data, can be
acquired without the direct involvement of the participant. However, many outcomes
important to aging research, such as symptoms, depend on participant involvement. For such
measures, alternatives include offering alternate sites and methods for data collection and
standardized decision tools for determining outcomes. For example, home visits or
telephone calls might capture important data on participants who are no longer able to come
to a central testing site. While such additional efforts can increase the cost of data collection,
their value in reducing bias often outweighs other considerations. For missing data on
physical performance or cognitive tests, logical decision processes can allow for unbiased
determination of some outcomes. For example, in a recent multi-site trial,12 the main
outcome is observed inability to walk 400 meters. This outcome can be defined using a
decision logic that states it has occurred in a participant who cannot perform the 400 meter
test because he is bedridden or unable to walk 10 feet.

Missing data can occur if the main outcome is measured at a specific time point, such as
after 12 weeks or one year in a clinical trial, and the participant could not be assessed at that
time. Alternative forms of the outcome variable or analysis strategy can reduce this problem.
One alternative form for the outcome variable is “time in state.” Examples include use of
diaries or activity monitors to define the outcome as proportion of time spent in activity or
proportion of restricted activity days.13 Such high-frequency, relatively low burden
measures of health, function or symptoms can yield an outcome that is a proportion of
observed time in the condition and are less dependent on a specific follow up time. There are
still problems with such measures since they are dependent on participant compliance with
data recording. If the data are not collected systematically, the final outcome could be an
underestimate of the proportion of time in the condition or state. For anticipated events or
conditions, a novel approach is “triggered sampling”. In this approach, participants are
monitored using frequent low-burden assessments, such as telephone calls. If the participant
had a change in status, an in-person interview is scheduled to capture more detailed
information before the subject may no longer be able to participate.14 Alternate analytic
methods, such as repeated measures or survival analysis with time-to-event as the outcome,
maximize the use of available data from all participants, even those with incomplete follow-
up

Competing events, such as death before a primary outcome event like stroke, pneumonia or
disability, can lead to bias because the primary outcome will not have occurred before the
participant is out of the study.15 Strategies to address this problem include predefined
combined outcomes such as “death or primary outcome” 16 or analyzing data in a manner
that accommodates competing risks (discussed more in the analysis section below).15

Independent Variables
Independent variables include both the primary intervention or risk factor and covariates
representing potential confounders, mediators, or moderators. Missing data for the primary
independent variable are more difficult to manage, and thus, the overall priority sequence for
data collection is: outcome variable, primary independent variable, then other variables.

Since many geriatric problems are multifactorial,17 studies may include multiple
independent (predictor) measures. When many factors must be assessed, participants with
worse health and function will have more difficulty completing all assessments due to
fatigue and the increased duration of data collection when many responses or tasks take
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longer.18 Independent measures can be prioritized so that the most critical are captured first.
19 Measures not expected to change, such as gender or education, should be assessed only
once in a longitudinal study.20 To reduce fatigue, data collection can be paced with time for
breaks, distributed across several encounters, and divided among telephone, in home and on-
site encounters.19

INTERVENTIONS
While missing data most often refers to data that were included in the study protocol, but not
actually collected, missing data can also include data that were never included in the
protocol, but are necessary for interpreting the study. Frequently overlooked types of data
include reasons for missing data, details of study participation, and aspects of blinding.
Codes for reasons for missing measures or study withdrawal help evaluate the potential for
bias. Study results can be more interpretable if there are measures of adherence to the
intervention, the success of blinding in study participants and personnel, and assessment of
expectations in participants and controls in unblinded intervention studies. These types of
data can also help with data imputation, as discussed further in the analysis section below.

THE PILOT PHASE
Pilot studies provide insights into the characteristics of older participants, estimates of
missing data rates for proposed measures, and assessments of the duration of encounters and
the prioritization of measures. This is the time to identify measures that participants dislike
or are unable to perform, which should be modifed or eliminated. The pilot phase is a good
time to test the reliability of proxy reports for key measures. Community Advisory Board
members can serve as pilot participants to provide feedback about multiple aspects of the
data collection process.21

IMPLEMENTATION
For all aspects of a study, a key to reducing missing data is to be as flexible as possible
within the constraints of scientific rigor. Convenient and flexible follow-up can increase data
collection rates.22 Indicators of impending withdrawal such as difficulty making a study
appointment, reports of declining health, or reluctance to complete interviews can be used to
identify potential for withdrawal or missing data. When such persons are identified,
preventive protocols can increase personal attention and adapt scheduling the participant’s
needs.23 It is wise to have pre-established protocols for data collection alternatives, such as
home visits, telephone follow-ups, and proxy interviews. Consider further modifying
protocols if missing data problems develop during the intervention phase.

DATA MANAGEMENT
Throughout the conduct of the study, it is important to track follow-up assessments and
monitor data collection. Data management systems can track participants as they move
through the study and generate reports of missing data and late follow-up evaluations.24, 25
Timely data entry can help detect missing or inconsistent data, which can be used to find
problems with measures or protocols. These issues can be addressed promptly by exploring
possible causes and alternatives. Remedies might include staff retraining, revised protocols
for data collection or revisions of coding systems for missing data.
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DATA ANALYSIS
Assess the Magnitude and Impact of Missing Data

How Much Missing Data Is There?—When the number of cases with missing data is
small (ex., <5% in larger samples), some statisticians suggest that the observations with
missing data can be deleted with no or small biases in the effect estimates.26 However, if
participants with missing data are very different than those with complete data, or if data are
missing for key variables, then substantial bias can still result from even a small amount of
missing data.27

Characterization of Missing Data—Once the missing data are quantified, it is
important to identify any systematic patterns. Compare the frequencies of missing data by
participant characteristics, such as age, gender, or health status and conditions, to determine
whether “missingness” (the presence of missing data) is related to other known factors.
Types of missing data are defined in Table 3. Data can be considered “missing completely at
random (MCAR)” only if there are no measured or unmeasured differences in the
characteristics of those with missing data and those without. Most analytic methods to
account for missing data assume that data are either MCAR or missing at random (MAR).28
If the characteristics or outcomes of participants with missing data differ from those without
missing data after adjusting for other measured factors, then data are “missing not at random
(MNAR)”. Since we have substantial evidence that participants in longitudinal studies who
are lost to follow-up have worse outcomes, even after adjustment for baseline
characteristics,29–31 most missing data in clinical studies will be MNAR. It is thus unlikely
that data analysis can ever completely adjust for the effects of missing data.

Why is the Data Missing?—There are three types of non-response (Table 4): unit, item,
and wave.26 In unit non-response no data are collected on an individual participant, and
there is no way to include the participant in the analysis. Item non-response refers to missing
data for individual items due to participant fatigue or inability, or to a participant’s
reluctance to respond to the item due to privacy issues or other factors. In wave non-
response, all data for a given assessment point in a longitudinal study are missing. Codes for
reasons for missing items and waves can be developed and recorded. The reasons for item or
wave non-response can sometimes be explained using other available data from the study.
For example, since proxies can only provide certain types of data,9–11 performance tests or
information that must be self-reported will be missing for known reasons from proxy
interviews.

In addition to methods described previously, researchers can anticipate and plan for some
conditions that result in item or wave non-response. For example, if at the time of follow up,
participants might be in skilled nursing facilities, it might be wise to recruit likely
institutions as study sites. In some studies, the majority of medical data are collected at the
discretion of the participant’s physician. Although study data might be obtained from these
routine clinical evaluations, high priority clinical data cannot be assured unless it is collected
as a part of the study itself.

One of the primary reasons for missing data in geriatric research is the death of the
participant. Because many outcomes of interest in aging, such as disability, often precede
death, alternate methods must be used to account for the bias that results when decedents are
excluded from analysis. In addition to using death as an outcome or using triggered
sampling to collect data prior to death, proxy interviews are often used to collect data about
outcomes that occurred between the last study evaluation and death.32 Unfortunately, even
when measurements proximal to death are included in the analyses, failure to incorporate
death in the analysis can still bias the results.33 For example, when an estimate of the
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probability of death is not incorporated into analytic models of health status change over
time, the results will assume that the trajectory in decedents resembles that of survivors. In
general, when health status and death are associated, it is difficult to discriminate between
changes due to time versus those related to death.34 Sensitivity analyses can test
assumptions about adverse health events prior to death in order to provide an estimate of the
potential severity of bias. Graphical methods of sensitivity analysis can provide a more
nuanced evaluation.35

Analytic Problems Associated with Missing Data
All missing data decreases the statistical power to detect significant effects. If data are
missing in detectable patterns associated with participant or intervention characteristics, the
results are less generalizable and may be biased. The calculated point estimate of the effect,
its variance (and thus p-values and confidence intervals) or both may be distorted. Because
missing data can lead to incorrect interpretation of study results, authors should include a
discussion of the amount and reasons for missing data as well as the methods used to handle
missing data in the presentation of study results.

Analytic Methods That Include Participants with Partial Outcome Data—Some
analytic methods for longitudinal studies can use available data for participants with
incomplete follow-up. One common method is survival (time-to-event) analysis, which uses
all participants with complete predictors up to the time they either experience the outcome
or are censored (lost to follow-up due to death, drop-out, or other factors). Unfortunately, if
the censoring is informative (i.e. the censored participants are either more or less likely than
those not censored to experience the outcome) then the results may be severely biased.
There are no ways to test for informative censoring. For example, if participants in a study
of nursing home-acquired pneumonia were censored when they transferred to another care
unit, and most transfers were due to increased functional dependence (a risk factor for
pneumonia), then censoring would be informative.

For longitudinal studies with multiple outcome assessments per participant, mixed models or
generalized estimating equations can include participants as long as they have data on
predictors and at least one outcome assessment. Both models, however, have significant
limitations when missing data results from death. Mixed models assume the trajectory for
the longitudinal response after death is similar to the trajectory among participants who do
not die. Generalized estimating equations (GEE)36 can make inferences only on the overall
population trajectory for the longitudinal response, but not for individual trajectories. When
there is missing data due to death, this population approach makes it difficult if not
impossible to sort out the associations among population trajectories, individual trajectories,
and the risk of death.

Several advanced statistical methods can be used to account more specifically for data
missing due to death. Shared latent variable models use two linked models, one for the
change over time and one for measurement cessation, and assume that measurement
cessation and longitudinal change are independent after adjustment for other covariates.37–
39 Although this conditional independence assumption between change and cessation may
not be always satisfied, shared latent variable models are more appropriate than other
options (pattern mixture40 and selection models41) when missing data are caused by death.
A particularly useful example of the shared latent variable technique is Gao and colleagues’
analyses of longitudinal dementia.39, 42

Can We Ignore The Missing Data Mechanism?—Standard analytic approaches to
missing data assume that the missing data mechanism is ignorable, i.e. that the data are
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MCAR or MAR.28 Modeling data that are non-ignorable (MNAR) requires very good prior
knowledge about the mechanism that caused the missing data, so that the missing data
process can be modeled as a component of the of the overall estimation process.28 Because
knowledge of the mechanism is rarely available and there is no general method or statistical
software to model missing data mechanisms,28 the best method to handle non-ignorable
data is to prevent it. Formal statistical tests of non-ignorability have recently been
developed.43, 44

Analytic Approaches to Missing Data
Listwise Deletion—The default response of most statistical software packages to missing
data is to delete all observations with any missing items. This listwise deletion results in
reduced power, a skewed referent population, and, if the data are not MCAR, incorrect
variances and biased effect estimates.26–28 As a rule of thumb, if any variable has more
than 5% missing values, listwise deletion should not be used.26

Dummy Variable Adjustment—Including a dummy variable for missingness is an
intuitively appealing method for handling missing data on predictors, but it has been shown
to always result in biased estimates even when data are missing completely at random. 45,
46 It should not be used.

Imputation—Imputation methods assign plausible values to missing data.28 Single
imputation methods substitute a single value for a missing value and include replacement
with mean, regression imputation, hot-deck, maximum likelihood estimation, propensity
scoring and approximate Bayesian bootstrap.26, 28 Most of these methods incorporate
multiple assumptions and can lead to biased estimates when these assumptions are not met.
Last observation carried forward, a technique used commonly in longitudinal clinical trials,
leads to biased estimates of both effects and variances, even when the data are missing at
random, and cannot be recommended.47 The most commonly used method, maximum
likelihood estimation,28 assumes missing values are MAR, but often results in artificially
reduced variances and can lead to over-correction or modeling of noise.

Multiple imputation addresses the underestimation of variance that occurs with single
imputation by representing missing data uncertainty.26–28 Most methods assume that
variables are normally distributed and can be represented by a linear function of all the other
variables, and only produce unbiased results when the data are MAR or MCAR. The basic
method involves replacing each missing value with a set of plausible values (based on
correlated variables), resulting in multiple different complete data sets. Each set is then
analyzed using standard procedures and the results are combined, yielding correct variance
and parameter estimates.

Use of Missingness Screens—Missingness screens are new statistical techniques that
help address the impact of missing data and provide guidance in regression modeling and
model selection. A two-step approach to model selection in the presence of missing data is
recommended. First, a complete case analysis is performed to eliminate variables that have
weak associations with the outcome or strong correlations among themselves, and thus to
yield a manageable group of candidate variables. Given appropriate results from the
missingness screens,43 multiple imputation can be used. Next, a second step of model
selection should be undertaken on each imputed dataset.48

Reporting on missing data in publications
In order to understand the magnitude and impact of missing data on evidence, authors and
readers of manuscripts should attend to key elements as described in Table 5. In general, the
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magnitude of missing data should be reported; participants with missing data, especially
primary outcomes, should be compared to participants who had the data; the analytic
approach to missing data should be explicitly disclosed; and the potential impact of missing
data on the interpretation of study findings should be considered in the discussion section.
These elements will allow everyone who is interested in the evidence to weigh the potential
for bias in the findings.

SUMMARY
Missing data present a serious challenge to researchers in the field of aging. The best way to
handle missing data is to prevent it by careful attention to study design and implementation.
The most effective preventive strategies include 1) develop plans to minimize missing data
throughout every phase of research; 2) be prepared to adapt to participant needs; 3) monitor
missing data during the study; and 4) plan for additional resources to support efforts that
reduce missing data. While there are limits to the role of statistics in correcting potential
biases due to missing data, it is possible to assess the magnitude and patterns of missing data
and to consider their effects on the interpretation of the results.
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Table 1

Why is missing data a special problem in clinical aging research?

Contributors Consequences

High rates of intercurrent events, including deaths Biased results and conclusions

Disability or illness that interferes with data collection Reduced generalizability

Reduced power

Reduced range of effects
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Table 2

Overview of Strategies to Prevent and Manage Missing Data

Phase of research Main strategies

Research Question and
Study Design

When planning the study, consider how the research question, the target population and key variables can be
defined to promote both high rates of complete data and a representative population

Adapt the frequency of study visits, sites, and duration of participation to the capabilities of the target
population

All measures Anticipate data collection needs of participants with varying health and function.

Anticipate the need for proxy informants. Identify potential proxies at enrollment and use key measures that
have been validated for proxy use when possible

Code reasons for missing data, especially inability to perform a test

 Outcome Measures Prespecify alternate data collection strategies to use when the primary strategy fails

Prespecify alternate definitions and logical sequences for adjudication of major outcomes

Anticipate need for combined outcomes

Consider alternatives to a single fixed time point for outcome assessment

 Predictor Measures Prioritize data collection sequence

Intervention Measure adherence and fidelity to treatment protocol

Measure success of blinding in participants and study personnel

Measure expectations in controls, especially if trial participants are not blinded

Pilot studies Assess problems with data collection

Revise study plans to reduce problems with data collection

Implementation Plan for flexibility in schedules, sites and protocols.

Have protocols for identifying participants at risk of missing data

Be prepared to modify protocol if missing data problems develop

Data management Develop and implement real time tracking and reporting system for missing data

Missing data assessment Quantify amount of missing data (problems minor when < 5%)

Characterize missing data rates by items, waves, and participants

Examine potential reasons and mechanisms for missing data

Compare participants with and without types of missing data to assess potential biases

Analysis Weigh analytic options in the context of the limitations of each

Determine whether imputation can be used for some missing data

Perform sensitivity analyses to examine potential biases due to missing data
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Table 3

Mechanisms of Missing Data in Clinical Research

Mechanism Definition Example Prevalence

Missing
Completely at
Random (MCAR)

If the likelihood of being missing is not
related to either the value of the missing
variable or to the values of any other
variables in the data set.

A set of samples are “lost” due to lab
error or an instrument is wrongly
calibrated for a day on which random
sample of subjects were measured.

Almost never occurs.

Missing at
Random (MAR)

If the likelihood of missing data can be
completely explained by other variables in
the analysis.

The probability of missing data on ADL
can be explained by cognition,
comorbidity, and living arrangements.

Other data can sometimes
provide a good prediction,
but missingness is rarely
completely explained.

Missing Not at
Random (MNAR)

If missing values are not randomly
distributed across participants, and the
probability of being missing cannot be
predicted from the other variables.

The probability of missing data on CESD
is related to cognitive status, which was
never measured.

Most missing data.
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Table 4

Types of Non-response

Type Definition Example

Unit non-response No information is collected Person did not return survey

Item non-response Partial data available Either part of a scale, such as CESD is missing or the person stopped the
interview or testing before the end.

Wave non-response Missing for some waves in a longitudinal
study

Person was missing for one or more whole follow-up visits in a
longitudinal study.
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Table 5

Reporting on Missing Data in Research Manuscripts

1 Report participant sample size at key study time points

2 Provide sample sizes for measures when they are not the same as the participant sample size

3 Compare characteristics of participants who completed the study versus those who did not

4 Describe and justify analytic strategies used to either delete or impute observations and data

5 Consider sensitivity analyses to examine potential biases of missing data and chosen analytic strategies

6 Discuss how missing data might have influenced study findings.
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