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The cellular immune response to primary influenza virus infection is complex, involving multiple cell types
and anatomical compartments, and is difficult to measure directly. Here we develop a two-compartment model
that quantifies the interplay between viral replication and adaptive immunity. The fidelity of the model is
demonstrated by accurately confirming the role of CD4 help for antibody persistence and the consequences of
immune depletion experiments. The model predicts that drugs to limit viral infection and/or production must
be administered within 2 days of infection, with a benefit of combination therapy when administered early, and
cytotoxic CD8 T cells in the lung are as effective for viral clearance as neutralizing antibodies when present at
the time of challenge. The model can be used to investigate explicit biological scenarios and generate exper-
imentally testable hypotheses. For example, when the adaptive response depends on cellular immune cell
priming, regulation of antigen presentation has greater influence on the kinetics of viral clearance than the
efficiency of virus neutralization or cellular cytotoxicity. These findings suggest that the modulation of antigen
presentation or the number of lung resident cytotoxic cells and the combination drug intervention are
strategies to combat highly virulent influenza viruses. We further compared alternative model structures, for
example, B-cell activation directly by the virus versus that through professional antigen-presenting cells or
dendritic cell licensing of CD8 T cells.

Understanding how the immune system combats influenza
virus infection and how the virus can affect the immune system
is crucial to predicting and designing prophylactic and thera-
peutic strategies against the infection (58). Antigenic shift and
antigenic drift alter the degree to which preexisting immunity
can control the virus. These factors also influence whether
different arms of the adaptive immune system can cross-react
against new strains of the virus. For example, shifts of the
hemagglutinin (HA) and neuraminidase (NA) protein se-
quences limit the ability of antibodies to neutralize new vari-
ants of the virus and may make cross-reactive T-cell responses
to conserved viral proteins more important. Other viral pro-
teins, such as NS1, affect both the induction of type I interferon
as well as the susceptibility of infected cells to interferon-
mediated inhibition of viral gene expression (43). The efficien-
cies of viral replication and cell-to-cell viral spread are altered
by mutations in the viral matrix and polymerase genes, while
the survival of infected cells can be altered by the viral PB1-F2
protein. These attributes are influenced by mutations in the
viral matrix (50, 51) and polymerase (30, 69) genes, while the
survival of infected cells can be altered by the viral PB1-F2
protein (17). The multigenic aspect of influenza virus patho-

genesis makes experimental prediction difficult and time-con-
suming. Computer simulation tools would be useful to inde-
pendently dissect the potential contribution and relative
importance of each factor or to investigate unexpected scenar-
ios that are difficult to replicate experimentally.

Mathematical models and computer simulations have been
widely used to study viral dynamics and immune responses to
viral infections, such as human immunodeficiency virus type 1
(HIV-1) and simian immunodeficiency viruses (SIV), lympho-
cytic choriomeningitis virus (19, 55, 60, 61), and influenza A
virus (3, 7, 8, 13, 34, 35, 52). More complex compartmental
models of the immune system (4, 23) and models incorporating
differential delay equations (21, 48, 68) have been used to
better reflect the time that cells reside in a particular compart-
ment or the duration of transit between compartments. In this
study, we sought to develop a two-compartment mathematical
model to assess the individual contributions of antigen presen-
tation and activation of naïve T and B cells by antigen-present-
ing cells (APC), CD4 T-cell help, CD8 T-cell-mediated cyto-
toxicity, B cells, and antibody to control influenza A virus
(IAV) infection and to explore the influence of anatomical
location. We developed a model which represented published
experimental findings on primary influenza virus infection.
More importantly, the model was used to explore alternative
structures for interactions between virus and immune cells, for
example, comparing virus kinetics when antigen delivery and
immune cell priming occurred through direct interaction of
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virus and immune cells or through a cellular intermediate. The
model predicts that, under some circumstances, changes af-
fecting antigen presentation more strongly impacted viral ki-
netics than other viral or immune factors (28, 73, 75, 78). This
model highlights the importance of the assumptions used to
synthesize a model and gaps in our understanding of the im-
mune response regulating primary influenza virus infection.
We discuss the implications of these findings for future influ-
enza virus research and theories of influenza virus virulence
based on influenza virus-immune system interactions.

MATERIALS AND METHODS

Experimental data. All animal experiments were performed under institu-
tional guidelines according to an IACUC-approved protocol. NP366–374-specific
CD8 T cells in the whole lung were measured as follows: C57BL/6NCr mice at
10 to 11 weeks of age were anesthetized using 2,2,2-tribromo-ethanol (Avertin)
and then infected intranasally with 1 � 105 H3N2 A/Hong Kong/X31 (X31)
influenza virus (62). On the day of organ harvest, mice (n � 6/day) were eutha-
nized. Spleen and lymph node samples were collected and processed using
Dounce homogenizers in complete minimal essential medium (cMEM) (5% fetal
bovine serum) to disrupt the organs into single-cell suspensions. Lung samples
were processed in a tea strainer using a rubber plunger. The samples were
centrifuged at 400 � g for 5 min. Red blood cells were lysed using buffered
ammonium chloride solution (Gey’s solution). Lung cell pellets were resus-
pended in 5 ml of cMEM over 5 ml of Histopaque 1083 (Sigma Diagnostics) and
centrifuged for 18 min at 1,800 � g. After centrifugation, cells at the interface
were carefully removed and washed with 10 ml of cMEM and then resuspended
in cMEM for the immune assays. For flow cytometry, cells were Fc blocked and
then stained with PA-PE and NP-APC tetramers (Trudeau Institute Molecular
Core Facility) for 1 h at room temperature. Cells were pelleted and surfaced
stained with CD8 APC-Cy7, CD4 PE-Cy5.5, CD90.2-PerCP, CD44-Alexa 700,
CD62L–PE-TR, CD11a–PE-Cy7, CD49a-fluorescein isothiocyanate in Hanks’
balanced salt solution containing 1% bovine serum albumin. Sample data were
collected using a BD LSRII cytometer. Data were analyzed using FlowJo soft-
ware (TreeStar). According to direct measurement, NP366-374-specific CD8 T
cells account for approximately 10% of the total CD8 response to influenza virus
(11). Therefore, we introduced a scale factor of 10 to extrapolate total influenza
virus-specific CD8� T-cell counts from NP366-374-specific CD8 T cells.

Viral titers from lung samples were measured by hemagglutination assay, after

expansion in embryonated eggs; the 50% egg infectious dose (EID50) was cal-
culated using the Reed-Muensch equation.

G. T. Belz and W. R. Heath (Immunology Division, The Walter and Eliza Hall
Institute of Medical Research, Melbourne, Victoria, Australia) kindly provided
us with raw data for the kinetics of virus-loaded dendritic cells (DC) in lymph
nodes (LNs) (see Fig. 1A in reference 10). Lymphatic compartment DC kinetics
were from C57BL/6 mice intranasally infected with 102 PFU of HKx31 and
determined by mediastinal LNs treated with collagenase-DNase to form single-
cell suspensions, which were cultured with a lacZ-inducible hybridoma specific
for influenza virus NP and enumerated for �-galactosidase-producing cells (10).
T. D. Randall (Trudeau Institute, Saranac Lake, NY) kindly provided raw data
of the kinetics of serum antibody (see Fig. 5A in reference 44). Serum antibody
kinetics were from C57BL/6 mice intranasally infected with 100 egg infectious
units of influenza virus A/PR8/34, and influenza virus-specific immunoglobulin G
(IgG) titers were determined by enzyme-linked immunosorbent assay (44).

Mathematical model. The immune response to respiratory infection with in-
fluenza virus involves several lymphoid and nonlymphoid anatomical compart-
ments. Because productive infection is typically restricted to the lung, we chose
a simplified, two-compartment structure limited to the lung (as a whole) and
single lymphoid compartment analogous to the draining lymph node and spleen.
Certain aspects of the innate immune response to influenza virus, such as secre-
tion of type I interferon, have been modeled in the past (3, 34). We chose to limit
the scope of this model to the adaptive cellular and humoral immune response.
Explicit functions that are comprised of multiple cell subsets that may interact in
complex ways, such as antigen presentation, are summarized using simplified
terms familiar to an immunologist. The ability to carry antigen and activate
“naïve” T cells and B cells to become effectors is, for example, subsumed under
the term “dendritic cells”. In addition to DC, we include the following cell types:
infected and uninfected epithelial cells, cytotoxic (CD8) T cells, “helper” T cells
(CD4), and long-lived and short-lived antibody-secreting cells (B cells). Thus,
cell-mediated elimination of infected epithelial cells is mediated solely by the
CD8 T-cell component, while “help” for DC and B-cell activation and class
switching is mediated solely by the CD4 T-cell component. A schematic repre-
sentation of our model of influenza virus infection and the cellular/humoral
immune response is presented in Fig. 1.

Infection begins when influenza viruses (V) enter the host respiratory tract and
infect epithelial cells (Ep) within the airways and lung parenchyma. The infection
then stimulates the immature DC (D) present in the lung parenchyma to take up
virus and become virus-loaded DC (D*) capable of antigen presentation to T and
B cells. A term is introduced to represent migration of influenza virus-loaded DC
into the spleen/lymph node. The DC that are competent to “prime” adaptive
naïve cytotoxic, “helper,” and antibody-secreting cells become “mature” (DM).

FIG. 1. Schematic representation of the influenza A virus infection model. A black arrow denotes either differentiation or activation. A dashed
line between cells denotes cell-cell interactions.
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The mature DC (DM) activate naïve CD8 T cells (TN), which differentiate into
CD8 effector cells (TE). The TE then migrate into the airway/lung compartment
and kill infected epithelial cells (EP*). In addition, mature DC also activate naïve
CD4 T cells (HN), which differentiate into helper T cells (HE) that can support
antibody class switching and DC maturation. Activation of naïve B cells requires
binding of viral antigens to the B-cell receptor and help from activated CD4 T
cells (HE). We model this encounter by assuming that mature virus-loaded DC
(DM) interact with naïve B cells (BN), allowing B-cell receptor–IAV interactions
(64). We consider two separate populations of antibody-secreting cells, short-
lived (PS) and long-lived (PL). Based on data from major histocompatibility
complex (MHC) class II-deficient mice, which develop only short-lived plasma
cells after infection, we assumed that differentiation of long-lived antibody-
secreting cells is mediated by cell-to-cell interactions between effector helper T
cells (HE) and activated B cells (BA). In contrast, we assumed that short-lived
plasma cells can arise from T-cell-independent activation of B cells. The antiviral
antibodies (A) produced by short- and long-lived plasma cells diffuse into the
lung compartment to bind and remove free influenza virions.

We used delay differential equations (DDE) to account for the time delays
between viral infection, immune cell activation, and migration of immune effec-
tor cells between tissue and lymphoid compartments. The model equations
describing events in the lung are the following:

d
dt

Ep � �E �E0 � Ep� � �EEPV (1)

d
dt

E*p � �EEPV � kEE*P�TE�t � 	T� � �E*E*P (2)

d
dt

V � 
VE*P � cVV � kVVA�t� (3)

d
dt

D � �D�D0 � D� � �DDV (4)

d
dt

D* � �DD � V � �D*D* (5)

The variables and parameters for equations 1 to 5 are specified in Tables 1 and 2.
The change in the numbers of uninfected epithelial cells (Ep) in equation 1 is

described by a constant death rate (�E) and a term assuming a constant rate of
regeneration of uninfected epithelial cells, �EE0, with E0 denoting the initial
number of uninfected cells at time zero. Note that a constant regeneration rate
does not take into account possible changes in the rate as a result of the infection.
Viral infection occurs at the rate �EEpV. In equation 2, infected epithelial cells
are produced by viral infection, �EEpV, and removed by cell death (viral induced
or apoptotic) with rate �E or eliminated by cytotoxic (CD8) T effectors with the
rate constant kE. Assuming that the number of antigen-specific CD8 T cells in the
lung compartment is proportional to the number in the lymphoid compartment
with proportionality constant � and a time delay of 	T, we write the number of
CD8 T cells in the lung compartment as Tlung � �TE(t � 	T), where TE(t)
denotes the number of effector CD8 T cells in the lymphoid compartment. This
assumption is made based on experimental measurements of CD8 T-cell kinetics

in the lung compartment versus the lymphoid compartment (Fig. 2D and G).
When we compared the kinetics of influenza virus-specific CD8 T cells in the
lung compartment with that in the lymphoid compartment, we found that
the CD8 T-cell count in the lung compartment was around 15% of that in the
lymphoid compartment with a time delay of 0.5 day.

Equation 3 represents the kinetic changes in the virus population. Free influ-
enza virions are produced from infected epithelial cells at a rate of 
V per cell
and are cleared nonspecifically at a rate of cV per virus. Free virions are also
cleared by virus-specific immunoglobulin, A(t), with a rate constant of kv.

D in the equations refers to the function of APC that can become “profes-
sional” APC and activate “naïve” T and B cells to become effectors in the model.
Out of conventional and plasmacytoid DC subsets, we consider the DC popula-
tion which plays a role of presenting antigen (32, 81). Equation 4 describes the
kinetics of immature DC, D, with the initial number of immature DC in the
lymphatic compartment as D0. We assume that in the absence of infection, this
level of DC is maintained as a constant, D0. Immature dendritic cells die either
at a rate of �D or become virus-loaded DC at a rate constant of �D. Virus-loaded
DC, D*, are cleared at the rate �D*. Here, the clearance of the virus-loaded DC
includes the death of the cells and their migration into the lymphoid compart-
ment.

In the lymphoid compartment, we describe the kinetics of immune cells as
follows:

d
dt

DM � kDD*�t � 	D� � �DMDM (6)

d
dt

HN � �HN�HN0 � HN� � 
H�DM�HN (7)

d
dt

HE � 
H�DM�HN � �H�DM�HE � �H�DM�HE (8)

d
dt

TN � �TN�TN0 � TN� � 
T�DM�TN (9)

d
dt

TE � 
T�DM�TN � �T�DM�TE � �T�DM�TE (10)

d
dt

BN � �B�BN0 � BN� � 
B�DM�BN (11)

d
dt

BA � 
B�DM�BN � �BA�DM � hHE�BA � �BABA � 
SBA � 
LHEBA (12)

d
dt

PS � 
SBA � �SPS (13)

d
dt

PL � 
LHEBA � �LPL (14)

d
dt

A � 
ASPS � 
ALPL � �AA (15)

Dendritic cells are the major antigen-presenting cells in the lymphatic compart-
ment (77). A recent study supported our model assumption that antigen presen-
tation is mediated by DC subsets in the lymphatic compartment. Ingulli et al.
observed that lymph node DC, not lung DC, presented OVA influenza virus
antigen to naive CD8 T cells during the first 72 h after infection (41). Equation
6 describes the kinetics of DC maturation to become competent to activate naïve
precursors to become cytotoxic, helper, or antibody-secreting cells. The param-
eter kD denotes the rate of maturation from virus-loaded APC to mature APC,
which encompasses the rates of migration of virus-loaded DC to the lymphatic
compartment, antigen processing, DC maturation, and antigen transfer to non-
lung-derived DC. In addition, we denote 	D as a time delay for the migration of
antigen-loaded DC from the lung compartment, and the clearance rate of DM is
denoted by �DM. It should also be noted that certain aspects of antigen presen-
tation are not explicitly depicted in the model. For instance, it has been dem-
onstrated that DC can transfer antigen to lymph node and spleen resident DC
(10, 15, 45, 46), thereby increasing the number virus-loaded DC in the lymph
nodes to a level greater than can be accounted for from the lung. Quantitatively,
DC migrating from the respiratory tract to the draining lymph node represent
only 1% to 3% of the total lymph node DC (45), with interaction between
non-airway-derived DC and CD8 T cells reported (10). These aspects are effec-
tively subsumed under the terms for DC maturation. DM is therefore a simpli-

TABLE 1. Model variable definitions and initial values

Variable Definition Initial value

EP Uninfected epithelial cells 5 � 105

EP* Infected epithelial cells 0
V Virus titer (EID50/ml) 10
D Immature dendritic cells 103

D* Virus-loaded dendritic cells 0
DM Mature dendritic cells 0
HN Naı̈ve CD4� T cells 103

HE Effector CD4� T cells 0
TN Naı̈ve CD8� T cells 103

TE Effector CD8� T cells 0
BN Naı̈ve B cells 103

BA Activated B cells 0
PS Short-lived plasma (antibody-secreting) B cells 0
PL Long-lived plasma (antibody-secreting) B cells 0
A Antiviral antibody titer 110.2
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fication designed to represent what is biologically a much more complicated and
multicellular process.

Another assumption is that DC maturation and function are not dependent on
feedback from CD4 T cells. Biologically, bidirectional CD4 T-cell–DC interac-
tions may be important. For this reason, we explicitly modeled CD4 T-cell-
mediated “licensing” of DC later. We denote 	D as a time delay for the migration
of antigen-loaded DC from the lung compartment. The clearance rate of DM is
denoted by �DM.

Equation 7 describes the activation of naïve helper T cells, CD4 T cells, as HN,
with a rate of 
H(DM) and their clearance at a rate of �HN. The rate of the
constant source of the naïve cells is described with �HNHN0. The mechanisms
through which DC prime naïve T cells have been extensively studied (46). Since
the priming of naïve CD4 T cells is initiated with contact between the naïve CD4
T cell and the antigen-presenting cell, we impose an activation profile, 
H(DM) �

H1DM/(DM � 
H2). The constant 
H1 denotes the maximum activation rate,
and the constant 
H2 denotes the level of antigen-presenting cells which provides

the half of the maximum activation rate. We introduce this nonlinear activation
profile to reflect the limitation in the activation rate as the level of mature DC
increases. The activated helper CD4 T cells, HE, proliferate at a rate of
�H(DM) � �H1DM/(DM � �H2), with the maximum proliferation rate, �H1, and the
level of mature DC needed for half-maximum activation, �H2.To allow for mem-
ory effects, the clearance profile of HE is defined as �H(DM) � �H1DM/(DM �
�H2); when antigen is not present, �H(DM) becomes zero, reflecting the persis-
tence of HE. Effector CD4 T cells are cleared by death and migration out of the
lymphoid compartment. The profiles of CD4 T-cell activation, proliferation, and
clearance are assumed to be regulated by the number of mature antigen-pre-
senting DC, rather than chosen as constants throughout the primary response.
The kinetics of activation, proliferation, and clearance of CD8 T cells are mod-
eled in a similar manner in equations 9 and 10. In particular, the clearance of
antigen-specific CD8 cells includes a fraction of these cells that migrate from the
lymphoid to the lung compartment with a time delay (see equation 2). This was
done with the view that T-cell activation, expansion, and death are more depen-

TABLE 2. Model parameter definitions and values

Parameter Definition Value (reference)

E0 Initial no. of epithelial cells 5 � 105

�E Death rate of uninfected epithelial cells (day�1) 10�3

�E Infection rate of epithelial cells by unit IAV 
day�1(EID50/ml)�1� 7 � 10�5 (3)
�E* Death rate of infected epithelial cells (day�1) 1.2 (83)
kE Killing rate of infected epithelial cells by CD8� T cells (day�1) 1.19 � 10�3 (5)
	T CD8� T-cell migration delay from lymphatic compartment to airway/lung (day) 0.5 (62)
� CD8� T-cell migration factor 0.15 (62)

v Virus production rate per epithelial cells 
(EID50/ml)day�1� 1.9
cv Virus clearance rate (day�1) 1 (13)
kv Rate constant of IAV neutralization by unit anti-IAV antibody (day�1 titer�1) 4 � 10�3

D0 Initial no. of dendritic cells in airway/lung 103

�D Death rate of dendritic cells (day�1) 10�3

�D Infection rate of dendritic cells by unit IAV 
day�1(EID50/ml)�1� 10�2

�D* Death rate of infected dendritic cells (day�1) 2.9
kD Antigen processing rate (day�1) 200
�DM Death rate of mature dendritic cells (day�1) 0.5
	D Virus-loaded DC migration delay from lung to spleen (day) 1
HN0 Initial no. of antigen specific naı̈ve CD4� T cells 1,000 (11)
�HN Death rate of naı̈ve CD4� T cells (day�1) 2 � 10�3


H1 Maximum activation rate of naı̈ve CD4� T cells (day�1) 1.5

H2 No. of DM cells for half-maximal activation of naı̈ve CD4� T cells 102

�H1 Maximum proliferation rate of effector CD4� T cells (day�1) 1.51 (19)
�H2 No. of DM cells for half-maximal proliferation of effector CD4� T cells 4 � 103

�H1 Maximum clearance rate of effector CD4� T cells (day�1) 0.4
�H2 No. of DM cells for half-maximal clearance of effector CD4� T cells 1
TN0 Initial no. of antigen-specific CD8� T cells 1,000 (11)
�TN Death rate of naı̈ve CD8� T cells (day�1) 2 � 10�3


T1 Maximum activation rate of CD8� T cells from naı̈ve CD8� T cells (day�1) 3

T2 No. of DM cells for half maximal activation of naı̈ve CD8� T cells 102

�T1 Maximum proliferation rate of effector CD8� T cells (day�1) 2.6 (19)
�T2 No. of DM cells for half-maximal proliferation of effector CD8� T cells 4 � 103

�T1 Maximum clearance rate of effector CD8� T cells (day�1) 0.75
�T2 No. of DM cells for half-maximal clearance of effector CD8� T cells 1
BN0 Initial no. of naı̈ve B cells in spleen/LN 103

�B Death rate of naı̈ve B cells (day�1) 2 � 10�3


B1 Maximum activation rate of naı̈ve B cells (day�1) 3

B2 No. of DM cells for half-maximal activation of naı̈ve B cells 104

�B1 Maximum proliferation rate of activated B cells (day�1) 2.6
�B2 No. of DM cells for half-maximal proliferation of activated B cells 4 � 103

h Factor for B-cell activation by CD4� T cells 0
�BA Clearance rate of activated B cells (day�1) 0.9

S Differentiation rate of activated B cells into short-lived antibody-secreting plasma

cells (day�1)
10�3


L Differentiation rate of activated B cells into long-lived antibody-secreting plasma
cells (day�1)

8 � 10�9

�S Death rate of short-lived antibody-secreting plasma cells (day�1) 0.1
�L Death rate of long-lived antibody-secreting plasma cells (day�1) 3 � 10�2


AS Secretion rate of antibody titer by unit short-lived plasma cell (day�1) 0.06

AL Secretion rate of antibody titer by unit of long-lived plasma cells (day�1) 0.8
�A Clearance rate of antibody (day�1) 0.04 (79, 80)
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dent upon the availability of mature antigen-presenting cells than the amount of
free virus present. Thus, we introduced nonlinear proliferation and clearance
functions that depend on the number of mature DC. In addition, because of the
difficulty in distinguishing activated and effector T cells from memory T cells by
experimental measurements, a formal separation of the T cells that survive to
form memory cells has been deliberately ignored. The decreased death rate of
the memory T-cell population is modeled by using a DC-dependent death rate in
our model. Note that when DM decreases, so does the death rate of T cells giving
rise to a long-lived memory component.

Recently, activation of B cells via interaction with antigen-presenting cells has
been described as a pathway for T-cell-independent B-cell activation (10, 44, 46,
64). In the model, mature DC can carry antigen to the lymph nodes for presen-
tation to the naïve B cells. Activation of B cells hence depends on the level of
mature DC and is described as similar to the case of CD4 and CD8 T-cell
activation, by 
B(DM) � 
B1DM/(DM � 
B2). We assume that the proliferation
of activated B cells depends both on the numbers of mature DC and effector
CD4 T cells, as in �B(DM � hHE) � �B1(DM � hHE)/(DM � hHE � �B2) (42).
This choice is driven by the observations that although the initiation of B-cell

activation is mediated by soluble antigen with other viruses (59, 71), it is difficult
to find substantial amounts of free virus in the lymph node during an infection
with low-pathogenicity influenza A virus, such as the mouse-adapted X31 virus.
This may change in other situations, and alternative model scenarios, such as
direct activation of B cells by virus, are explicitly addressed below. We assume a
constant clearance rate of activated B cells, �BA. In equation 12, the activated
B-cell differentiates into short-lived plasma (antibody-secreting) cells, PS, at a
rate of 
S. Interactions between effector CD4 T cells and activated B cells,
mediated in vivo by CD40-CD40L (42), cause the activated B cells to differen-
tiate into long-lived plasma cells, PL, at a rate of 
L. The short-lived plasma and
long-lived plasma cells have clearance rates of �S and �L, respectively. We
assume different antibody secretion efficiencies for short- and long-lived plasma
cells, given by 
AS and 
AL, respectively. The clearance rate of antibody is �A.

Numerical integration method. We solved the model equations numerically
by using an ordinary differential equation solver that uses an implicit Adam’s
method or Gear’s method, depending on whether the equation is stiff or not,
and which also handles time delays by using a time increment of 0.0025 days
(63).

FIG. 2. Model solution. (A to J) Numerical solutions of the model were compared with our new experimental data (influenza virus-specific CD8 T
cells in the lung compartment) and published experimental data (viral load, CD8 T cells in the lymphatic compartment [spleen and lymph node]) (62),
and other published data (10, 44). Viral load and influenza virus-specific CD8 T-cell kinetics are from C57BL/6 mice intranasally infected with 105 50%
EID50 of influenza A/HKx31 as previously reported by our lab in reference 62. Viral titers in lungs were measured by hemagglutination assay, after
expansion in embryonated eggs; the EID50 was calculated using the Reed-Muench equation. Influenza virus-specific CD8 T cells were detected via flow
cytometry in the spleen, mediastinal LN, and lung by PE-conjugated H-2Db MHC class I/NP366–374 tetramer staining (62). We used a scale factor of 10
to extrapolate total influenza virus-specific CD8� T-cell counts from NP366–374-specific CD8 T cells. G. T. Belz and W. R. Heath (Immunology Division,
The Walter and Eliza Hall Institute of Medical Research, Melbourne, Victoria 3050, Australia) kindly provided us with raw data for the kinetics of
virus-loaded DC in LN (see Fig. 1A in reference 10). Lymphatic compartment DC kinetics are from C57BL/6 mice intranasally infected with 102 PFU
of HKx31 and determined in mediastinal LNs treated with collagenase/DNase to form single-cell suspensions which were then cultured with a
lacZ-inducible hybridoma-specific for influenza virus NP and enumerated for �-galactosidase-producing cells (10). T. D. Randall (Trudeau Institute,
Saranac Lake, NY) kindly provided raw data of the kinetics of serum antibody (see Fig. 5A in rerference 44). Serum antibody kinetics are from C57BL/6
mice intranasally infected with 100 egg infectious units of influenza A/PR8/34, and influenza virus-specific IgG titers were determined by enzyme-linked
immunosorbent assay (44). (K) Viral kinetics were for different initial viral loads. As initial viral load increases, the peak viral load appears earlier. The
initial slope of the ramp-up phase does not depend on the initial viral load. The analytical expression (see Materials and Methods) for the initial slope
of the viral load increase (solid black line) was compared with the solutions. The model and a differential equation simulator (DEDiscover) is available
for download at https://cbim.urmc.rochester.edu/software/dediscover/.
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Parameter selection. The rate of infection of epithelial cells by unit influenza
virus was chosen as 7 � 10�5 day�1 (EID50/ml)�1, which is comparable to the
average infection rate estimated from the viral kinetics of experimentally in-
fected adults (3). We assumed the death rate of infected epithelial cells, �E*, as
1.2 day�1, which is comparable to the estimated average life span of an infected
epithelial cell, 1 day (83).

The initial numbers of naïve CD8 T cells, CD4 T cells, and B cells in the
lymphatic compartment were each chosen as 103. The maximum proliferation
rate of CD4 T cells (�H1) was chosen as 1.51 day�1, which corresponds to a
doubling time of 11 h (18), and the maximum proliferation rate of CD8 T cells
was chosen as 2.6 day�1, which corresponds to a doubling time of 6.40 h. The
constants 
H1 and 
T1 denote the maximum activation rates of naïve CD4
and CD8 T cells, respectively, and the constants 
H2 and 
T2 denote the
levels of DC which provide the half-maximum activation rates of CD4 and
CD8 T cells, respectively. We chose 
H1 of 1.5 day�1, 
H2 of 100 cells, 
T1

of 3 day�1, and 
T2 of 100 cells. The half-maximal rate was set as 100, based
on the expected precursor frequencies of CD4 and CD8 T cells and that
activation/expansion should begin 48 to 72 h after infection. Using these
rates, a value of 100 cells for DM corresponds to initiation activation of CD4
and CD8 at around 2 days postinfection. With these choices, the peak number
of the influenza virus-specific CD8 T cells is 4.1 � 106 and that of CD4 T cells
is 1.4 � 105. This is consistent with the observation that during primary
influenza virus infection, the magnitude of the virus-specific CD4� T-cell
response is approximately 10-fold lower in both frequency and number than
that of the CD8� response (16). Similar results have been reported in a
Listeria spp. infection model, which suggests intrinsic differences in program-
ming of CD4� and CD8� T-cell activation, proliferation, and effector func-
tion (29, 72).

We introduce the nonlinear activation profile to reflect the limitation in the
activation rate as the level of mature DC increases. The clearance rate of HE

is defined as �H(DM) � �H1DM/(DM � �H2), with the maximum death rate,
�H1, of 0.4 day�1 and the level of mature DC needed for half-maximum death,
�H2, of 1. The clearance rate of TE is defined as �T(DM) � �T1DM/(DM � �T2),
with the maximum death rate, �T1, of 0.75 day�1 and the level of mature DC
needed for half-maximum death, �T2, of 1. The clearance parameters for CD8
T cells used are the same ones as we used for helper T cells. The killing rate
of CD8 T cells has been estimated as follows: a half-life of 1.4 h for lympho-
cytic choriomeningitis virus-positive target cells by CD8 T-cell-mediated

elimination in vivo (5) suggests that kETE �
ln(2)
1.4 24 � 11.9 day�1. During the

primary infection, if we chose an overall number of effector CD8 T cells as 104

in the lung compartment, we estimated kE as 1.19 � 10�3 day�1. Although
other estimates of the cytotoxic T-lymphocyte (CTL) killing rate of infected
cells have been reported using different approaches under different viral
infections (31, 66, 82), no estimate of the CTL killing rate for influenza virus
infection is available. We adopted the earlier estimate in our simulation and
then performed the sensitivity analysis for this parameter (along with other
key parameters) (see Fig. 4, below). The clearance rate of antibodies was
chosen as 0.04 day�1, which corresponds to a half-life of 17.3 days, which is
around two times longer than the estimates of the serum IgG half-life in mice,
4 to 8 days (79, 80), under the assumption that decay would be slower in lung
tissue.

The CD8 T-cell migration delay from lymphoid compartment to lung (	T) and
the migration factor (�) were chosen as 0.5 day and 0.15, respectively, by com-
paring experimental kinetics of antigen-specific CD8 T cells in the lung with that
in the lymphoid compartment (Fig. 2d and g). We chose a viral clearance rate, cv,
of 1 day�1, which is comparable to that from experiments suggesting that non-
specific physical removal (expulsion, phagocytosis, uptake by target cells, etc.) of
infective virions takes 4 to 24 h (13).

All the other parameters were set to match the experimental kinetics of viral
load (62), DC in the lymphoid compartment (10), and antibody (44) as well as to
describe the deletion experiments of CD8 T cells, B cells, both CD8 and B cells,
and CD4 T cells simultaneously with one set of parameters. Where parameter
values were not available from the literature, values were selected to match
reported data by first limiting values to a biologically plausible range and then
fine-tuning values to achieve a good match to the data. Rigorous statistical
estimates of kinetic parameters based on experimental data are needed. We are
pursing these based on recently collected time series data by our laboratories,
and these results will be reported in a future paper.

Slope of viral load and infected cell level increase. At the initial stage of viral
replication before CD8 T-cell and antibody responses, equations 1, 2, and 3 can
be written as follows:

d
dt

Ep � �E�E0 � Ep� � �EEPV (16)

d
dt

E*p � �EEPV � �E*E*p (17)

d
dt

V � 
VE*P � cVV (18)

When the viral load is small, the uninfected epithelial cell number is approxi-
mately E0. If we assume Ep � E0, then equations 17 and 18 become the following
linear two-variable system:

d
dt

E*p � �EE0V � �E*E*P (19)

d
dt

V � 
VE*P � cVV (20)

Solving the characteristic equation,

det���E*�� �E*E0


V �cV ��� � 0 (21)

yields two eigenvalues

�� � 
���E* � cV� � ���E* � cV�2 � 4��E*cV � �EE0
V��/2 (22)

For the parameters given in Table 2, both eigenvalues are real, with one eigen-
value being positive and the other being negative. Let �u� be the eigenvectors
corresponding to ��, respectively. Solving

���E*�� �E*E0


V �cV �� ��u� � 0 (23)

yields the two eigenvectors

�u� �
1

�1 � ��
2 � 1

��
� (24)

where �� � 
v/(cv � ��). Finally, we find

�E*P�t�

V�t�
� � c��u�e��t � c��u�e��t (25)

where from the initial conditions Ep
0(0) � 0 and V(0) � V0, we calculate the

constant c�, which is given by c� � � V0�1 � ��
2 /��� � ���. From equation

25, the initial ramp-up slope, r, of both infected epithelial cells and viral load can
be approximated by the positive eigenvalue,

r � �� � 
���E* � cV� � ���E* � cV�2 � 4��E*cV � �EE0
V��/2 (26)

Note that r does not depend on the initial viral load, as V0 does not appear in
equation 26.

Antiviral drug responses. We simulated the presence of an anti-IAV drug,
such as amantadine (20), which blocks infection by reducing the rate of infection
of epithelial cells, �E(1 �ε1)EpV in equations 1 and 2 (60):

d
dt

Ep � �E�E0 � EP� � �E�1 � ε1�EPV (27)

d
dt

E*P � �E�1 � ε1�EPV � kEE*P�TE�t � 	T� � �E*E*P (28)

for t � tdrug. Here, ε1 represents drug efficacy.
To simulate a drug with the drug efficacy ε2 that limits the production of viral

particles, for instance, a neuraminidase inhibitor (blocking the release of newly
formed virions) or RNA polymerase inhibitors (inhibiting IAV RNA replicative
activity) (20), the equation for viral load in equation 3 is modified to the follow-
ing (60):

d
dt

V � 
V�1 � ε2�E*P � cVV � kVVA�t�, for t � tdrug (29)

The simulation of a therapy with both types of drugs is performed with the
following equations after the drug administration time, t � tdrug,

7156 LEE ET AL. J. VIROL.



d
dt

Ep � �E�E0 � EP� � �E�1 � ε1�EPV (30)

d
dt

E*P � �E�1 � ε1�EPV � kEE*P�TE�t � 	T� � �E*E*P (31)

d
dt

V � 
V�1 � ε2�E*P � cVV � kVVA�t� (32)

RESULTS

Baseline solution of the model for intact mice. We solved
equations 1 to 15 and obtained numerical solutions with the
initial values of variables and the parameter values specified in
Tables 1 and 2, respectively. Figure 1 shows the flow chart of
the model structure (see Materials and Methods). Figure 2
shows plots of all model variables over time for a baseline
simulation. These are in good agreement with extant data
regarding viral clearance, the peak of virus-loaded DC, and
antigen-specific CD8 T cells (10, 44, 62). The peak of the viral
load in lung is attained approximately 2 days after infection.
The peak of virus-loaded DC in the lymphoid compartment
appears around 3 days. The level of CD8 T cells in lung is
around 15% of the level of CD8 T cells in the lymphatic
compartment with a migration delay of 0.5 day (Fig. 2D and
G). The level of serum antibody persists more than 100 days at
a titer of around 1:104, consistent with the observation in
reference 44 (Fig. 2J).

We next simulated different initial IAV inoculation doses,
V0, from 0.01 to 10 EID50/ml (Fig. 2K). Consistent with an
experimental report (46), a low viral inoculum delayed the
time to peak pulmonary viral load and the magnitude of the
peak was independent of the inoculation dose. The calcula-
tions for the initial ramp-up slopes of viral load and infected
cell increases are presented in Materials and Methods.

Simulations of T- and B-cell depletion. As a means to test
the fidelity of the model assumptions and parameter values,
various arms of the adaptive immune system were selectively
reduced to zero at the start of the infection. For example,
cytotoxic CD8 T cells (TE) are important for the clearance of
primary influenza virus infection (84). Nevertheless, animal
studies demonstrate that IAV clearance occurs in the absence
of CD8 T cells (44, 54). Viral kinetics were modeled in the
absence of effector CD8 T cells [TE(t) � 0 in equation 2] to
simulate CD8 T-cell depletion. Figure 3c shows that infected
cell clearance was delayed by around 7 days due to the absence
of CD8 T-cell killing. Figure 3d shows that viral clearance was
delayed by around 2 days, which is in agreement with experi-
mental data from CD8-deficient mice (54).

In the literature, there are conflicting reports on the out-
come of influenza virus infection in the absence of B cells and
antibody. In some studies, B-cell-deficient mice succumb to
lower doses of IAV and have lower viral clearance rates than
normal mice (33, 44). Characteristically, viral titers remain
high and all mice die despite the large numbers of airway-
resident, IAV-specific CD8 T cells (44). However, other stud-
ies have demonstrated clearance in the absence of B cells, with
little mortality unless concurrent CD8 T-cell depletion exists
(27). These studies used different strains of virus with different
rates of replication. Therefore, we used the model to test the
hypothesis that the difference in outcomes could be explained

FIG. 3. Absence of each arm of the immune response. The kinetics of
uninfected and infected epithelial cells are shown in the left panels (a, c,
e, g, and i), viral load (EID50/ml) is shown in the right panels (b, d, f, h, and
j); data for short-lived and long-lived plasma cells (k) and antibody titers
(l) are also shown. The absence of CD8 T-cell response in primary influ-
enza virus infection results in slower clearance of infected epithelial cells
(c, compare with panel a) and delay of the viral clearance (d), compared
to control observations (red dots in panel b). In the absence of an IAV-
specific antibody response in primary influenza virus infection, the kinetics
of infected, uninfected, and infected epithelial cells are not changed (a
and e). However, the absence of antibodies results in slower viral clear-
ance (d) than control observations. The absence of both CD8 T-cell and
B-cell responses results in infected epithelial cells persisting longer (g) due
to the lack of cytotoxic CD8 T-cell response and sustained viral load (h).
In the absence of CD4 T-cell help, viral kinetics results in a 2-day delay in
viral clearance (j). Differentiation of long-lived plasma cells does not
occur without CD4 T-cell help (k), which results in decay of the antibody
level without CD4 T-cell help (l). Red dots with standard deviations in
panel l denote serum influenza virus-specific IgG kinetics from five MHC
class II-deficient mice (see reference 44).
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by differences in the efficiency of virus replication. In the base-
line model, the rate of epithelial cell infection (�E) is 7 � 10�5

(EID50/ml)�1 day�1 (Table 2). When the absence of neutral-
izing antibody is simulated with A(t) � 0, virus clearance oc-
curs within 14 to 15 days (Fig. 3e and f), and titers remain in
the survival range described above. In contrast, a fourfold
increase of the epithelial cell infection rate (�E) resulted in
earlier appearance of virus and higher viral loads (105 EID50/
ml), persisting around half a day longer than in the baseline
simulation (data not shown). The model suggests one possible
explanation for the disparate observations reported in the lit-
erature with respect to survival of B-cell-deficient mice, indi-
cating that the outcome of infection in B-cell-deficient mice is
a function of influenza virus strain virulence (79, 80, 83). In
agreement with published data, our simulation of the absence
of B and CD8 T cells results in persistence of viral loads for
over 15 days after infection (Fig. 3g and h). Our model predicts
that sustained high viral loads and mortality in B-cell-deficient
mice is a function of IAV strain virulence, suggesting an ex-
planation for the disparate experimental observations reported
in the literature (79, 80, 83).

CD4 T cells are necessary for optimal B-cell activation, class
switching, and development of long-lived memory B and
plasma cells. Mice lacking CD40 or MHC class II (and func-
tional CD4 T cells) produce detectable titers of influenza virus-
specific IgG and recover from influenza virus infection in a
manner similar to that of normal mice (44); however, they lack
long-lived antibody-secreting cells and influenza virus-specific
IgG at 60 days (44). Other studies also reported limited effects
on virus clearance and development of a cytotoxic CD8 T-cell
response in the lungs in CD4 T-cell-deficient mice (1, 76). The
model distinguishes antibody-secreting cell differentiation with
and without CD4 T-cell help by separating B-cell differentia-
tion into either long-lived or short-lived plasma cells. In the
absence of CD4 T-cell help, because interactions between CD4
T cells and activated B cells do not occur (equation 12,

LHEBA � 0), long-lived antibody-secreting cells do not de-
velop (Fig. 3k), and the model accurately replicates the loss of
virus-specific antibody with time (44). Consistent with experi-
mental data (44), short-term IAV-specific antibody levels are
sufficient for efficient viral clearance in primary IAV infection,
even in the absence of long-lived plasma cells (Fig. 3j).

Sensitivity analysis. Intensive sensitivity analyses can be per-
formed in various ways (49, 56, 70). Here we performed a
limited sensitivity analysis to determine which parameters
might strongly influence the time to clear the virus. We in-
creased or decreased each parameter by 50%, one at a time,
and examined the effect on viral clearance. When we increased
or decreased parameter values 10-fold, we obtained similar
results (data not shown), although the magnitudes of changes
were different.

Increasing the overall viral clearance rate (cv), the rate of
antibody neutralization (kv), the initial level of DC (D0), or the
antigen processing rate (kD) each accelerated viral clearance,
while an increase in the death rate of infected DC (�D*), DC
migration delay (	D), or the death rate of mature DC (�DM)
prolonged infection. This amounts to an inability to control the
infection. A decrease in the initial level of DC (D0) or the
antigen processing rate (kD) increased the period of infection.
This corresponds to a scenario occurring during superinfection

with two pathogens, such that the depletion of APC by the first
infection limits the ability to respond to the second pathogen.
Whether or not this occurs requires direct experimentation.
Viral clearance was not substantially affected by changes in
death rates of uninfected and infected epithelial cells (�E and
�E*) or the death rate of uninfected DC (�D). More surpris-
ingly, little change occurred when the epithelial cell infection
rate (�E), viral production rate (
v), or the rate of CD8 T-cell
killing (kE) (Fig. 4a) were varied.

Though based on biological observation, the strong influ-
ence of parameters related to antigen presentation and activa-
tion of naïve T and B cells in the first model is a reflection of
the model structure and assumptions. One of these is the
assumption that naïve B cells “see” the virus when it is carried
to the lymphatic compartment by activated, mature DC. One

FIG. 4. Sensitivity analysis. Data show the time to clear virus with
a 50% increase (dots) or 50% decrease (squares) of each parameter in
comparison with the control set of parameters (solid line) for the
control model (a) and for the alternative model with the assumption of
activation of B cells by the virus (b). (a) Changes in death rates of
uninfected and infected epithelial cells (�E, �E*), initial level of unin-
fected epithelial cells (E0), infection rate of epithelial cells (�E), CD8
T-cell migration factor (�), CD8 T-cell migration delay (	T), viral
production rate (
v), rate of CD8 T-cell killing (kE), death rate of
uninfected DC (�D), and infection rate of DC (�D) had minimal effects
on time to viral clearance. An increase in the viral clearance rate (cv),
the rate of antibody neutralization (kv), initial level of DC (D0), or the
antigen processing rate (kD) significantly reduces the time to clear
virus. Increase in the death rate of infected DC (�D*) or mature DC
(�DM) or in the migration delay of virus-loaded DC (	D) significantly
prolongs the infection (a). In the alternative model, each increase in
the initial level of uninfected epithelial cells (E0) and in the rate of viral
production (
v) results in the largest changes in the duration of infec-
tion.
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advantage of modeling is that it can be used to explicitly ex-
plore alternative biological scenarios. This model was thus
restructured so that the activation of naïve B cells would be a
direct function of free viral load, versus the presence of virus-
loaded mature DC (Fig. 5). Under these conditions, B cells are
directly activated by virus, and the proliferation of B cells is
regulated by virus and helper T cells, by substituting 
B(DM)
and �BA(DM � hHE) in Eq. 11 and 12 with 
B(V) and �BA(V �
hHE), respectively. We chose the viral load for half maximal
activation of naïve B cells as 5 � 105 EID50/ml and viral load
for half-maximal proliferation of activated B cells as 5 � 102

EID50/ml. In this case, the sensitivity analysis showed the larg-
est changes in the duration of infection when we altered the
initial level of uninfected cells (E0) and the virus production
rate (
v) (Fig. 4b). The contributions of the DC parameters,
such as the initial number of DC and death rates of mature and
virus-loaded DC, were reduced (Fig. 4a and b). Although we
do not know which model structure more accurately reflects
the in vivo situation, these simulations suggest that the depen-
dence on professional antigen-presenting cells may be reduced
when virus can reach and trigger naive B cells directly.

CD4 T-cell licensing of dendritic cells. In the first version of
the model, both CD4 and CD8 naïve T cells are activated by
mature, virus-loaded DC (Fig. 1). It has been shown that de-
velopment of fully activated CD8 effectors and memory de-
pend on CD4 T-cell-mediated help, administered through the
DC in a process that has been termed licensing (9, 74). To
explore the consequences of DC licensing by CD4� T cells on
model outcomes, we constructed an alternative model with a
separate population of licensed DC (DL) added (Fig. 6). The
kinetics of DL is given by

d
dtDL � 
D�HN � HE�D*�t � 	D� � �DLDL, (33)

with 
D(HN � HE) � 
D1 � (HN � HE)/(HN � HE � 
D2),
where 
D1 denotes the maximum maturation rate of DC
through the interaction between helper T cells and DC (pre-
sumably via CD40 and CD40L binding) and 
D2 is the level of
naïve and effector helper T cells which provide the half-maxi-
mum maturation rate. We chose a 
D1 of 100 day�1 and 
D2

of 5 � 103 to match with the kinetics of CD8 T cells in lung and
lymphoid compartments in Fig. 2. The development of licensed
DC therefore depends on the number of naïve and effector
CD4 T cells. The level of interaction between DC and helper
CD4� T cells is controlled by changing the value of 
D1.

The other change in the model is that activation, prolifera-
tion, and death of effector CD8 T cells are controlled by DL
instead of DM in Equations 9 and 10. Under these conditions,
the peak CD8 T-cell response is reduced as the maturation
rate of DL is diminished. Under the baseline parameter values,
a fivefold decrease in the maximum maturation rate of licensed
DC reduces the peak level of CD8 T cells by 3 orders of
magnitude. In this scenario, the CD8 T-cell response is much
more dependent on CD4 T cells than in the initial version of
the model, where the CD8 T cells do not require CD4 T-cell
help. This supports the notion that suppressing the CD8 T-cell
response could operate through inhibiting CD4 T-cell interac-
tions with the DC. We simulated the depletion of CD4 T cells
when CD8 T-cell priming depends only on licensed DC, which
resulted in the failure to generate effector CD8 T cells and
delayed viral clearance from 9 to 15 days.

Antiviral drugs. One approach to controlling IAV infection
is to administer antiviral drugs. Two types of drugs against
influenza, M2 ion channel blockers and neuramidase inhibi-
tors, are currently licensed. We first simulated the effect of a
drug limiting epithelial cell infection (�E) like amantadine (20)
(see Materials and Methods). When this type of drug with an
efficacy, ε1, of 100%, which is not typically achievable in prac-

FIG. 5. Schematic representation of the alternative model with activation of B cells by virus. The blue line denotes the change from the baseline
model in Fig. 1.
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tice, is administered 1 day after the infection, peak viral load is
reduced to 1.2 � 104 EID50/ml from 2.5 � 105 EID50/ml (Fig.
7). However administration on day 2 or later had little effect.
Neuraminidase inhibitors block release of viral particles from
the surface of infected cells, effectively reducing the production
of virus (
v). A polymerase inhibitor would be also simulated
in the same fashion by reducing the values of 
v. When poly-
merase inhibitors with an efficacy, ε2, of 100% were adminis-
tered 1 day after the infection, peak viral load decreased by a
factor of 102. However administration on day 2 or later had
little effect. Similar to clinical observations (20, 37, 53), a drug
affecting virus production was only effective when administered
within 2 days of infection (Fig. 7).

Combination drug therapies have been effective with other
viruses, such as HIV-1 (22), particularly to limit escape mu-
tants, but have not been routinely used against influenza virus.
We therefore examined whether combination therapy would
hasten influenza virus clearance or allow delayed administra-
tion by simulating simultaneous administration of drugs that
limit cell-to-cell transmission and viral replication. As expected
and in contrast to each drug alone, combination therapy re-
duced peak viral load and accelerated viral clearance even
when each drug was less than 100% efficient (ε1 � ε2 � 75%).
However, the combination therapy still had to be introduced
by day 2 to have any effect (Fig. 7). This is due to the fact that,
unlike chronic HIV-1 infection, the acute nature of influenza
virus infection means there is a narrow window of opportunity
during early infection (�2 days) when interfering with virus
replication can reduce viral load. After this time, target cell
limitation and the immune response are the major factors
controlling viral load.

Preexisting immunity. Immune memory is the goal of vac-
cination, characterized by increased influenza virus neutraliz-
ing antibodies and virus-specific T cells (22). Although the

model was not explicitly designed to deal with questions of
memory and vaccination, we tested whether it could be used to
compare, for example, having increased titers of neutralizing
antibodies or numbers of virus-specific effector T cells at the
start of the infection. Model simulations predict that viral load
is inversely proportional to initial influenza virus-specific anti-
body titers (1:0 to 103), with failure to establish infection at
titers greater than 1:105 (Fig. 8a). Next, influenza virus-specific
CD8 T-cell memory was simulated by setting the initial level of
effector CD8 T cells (TE) in the lymphoid compartment at the
start of infection greater than zero. Here, viral clearance was
enhanced as the number of initial IAV effector CD8 memory
T cells increased and the viral titer peak was limited to less
than 104 EID50/ml with 105 effector CD8 memory T cells in the
lymphoid compartment at the beginning of secondary infection
(Fig. 8a).

We examined whether a vaccine inducing both antibody and
cytotoxic T-cell memory may be superior in limiting IAV in-
fection. Given a suboptimal antibody titer (102), increased
CD8 T cells enhance viral clearance compared to antibody
alone (Fig. 8a) if the initial level of CD8 T cells is 105 or
greater, suggesting that flu-specific CD8 T cells are important
when antibody levels are low. When initial effector T-cell num-
bers are low (103), antibody titers of �103 still allow faster IAV
clearance (Fig. 8a).

To compare the relative effectiveness of CD8 versus anti-
body memory on viral clearance, the time to clear virus (tclear,
when the viral load is �1 EID50/ml after the peak) was plotted
as the level of each immune memory component was changed
(Fig. 8b). In the presence of anti-IAV antibody titers, A(0)
greater than 102, tclear significantly decreases, and infection is
abrogated when A(0) is �104. Increasing the levels of influenza
virus-specific memory CD4 or CD8 T cells at day zero, HE(0)
or TE(0), to very high levels (108) could only shorten tclear to 5.5

FIG. 6. Schematic representation of the alternative model with a separate population of licensed DC (DL) added. The blue lines denote the
changes from the baseline model in Fig. 1.
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days, predicting that lymphoid T-cell memory has a limited
effect, even at high frequencies. Analysis of the model struc-
ture suggests that these differences are due mainly to the de-
lays in migration of effector CD8 T cells from the lymphoid
compartment to the lung and in the production of antibody. In
comparison, viral clearance is accelerated when effector CD8 T
cells in the lung at the time of infection, T*E(0), are greater
than 104 (Fig. 8b). This is equivalent to a situation in which
local virus-specific effector memory T cells are present, an
immune component known to be protective (24, 67). Interest-
ingly, lung-resident memory/effector CD8 T cells as well as
antibody could shorten the duration of infection to less than
half the time of a naïve situation (4.6 days [Fig. 8b]). Our
predictions imply effective immunity is conferred through ei-
ther conventional vaccination designed to raise antibody titers
or through vaccination designed to elicit lung-resident effector/
memory CD8 T cells.

DISCUSSION

Our mathematical modeling of influenza virus infection had
two primary goals: (i) to replicate the measured adaptive im-
mune response to influenza virus in mathematical terms and
(ii) to reveal unexpected outcomes or relationships, make pre-
dictions, and assess the relative importance of various biolog-
ical parameters on the outcome of influenza virus infection.
The model delineated in this report achieves both of these
goals. In particular, the model suggests an explanation for the
reported discrepancy in outcomes of influenza virus infection
in B-cell-deficient mice. Changes in the model terms regulating
the efficiency of viral replication altered the duration and peak
of the virus load in the lung, shifting from survival to mortality.
This is in agreement with experiments in which A/PR8 and
A/JAPAN influenza viruses caused mortality in B-cell-deficient
mice (33, 44) versus those in which mice inoculated with equiv-

FIG. 7. Drug responses. Viral kinetics with administration of a drug either limiting viral infection (amantadine), limiting viral production
(neuraminidase inhibitor or RNA polymerase inhibitor), or both types of drugs. The timing of the administration of the drug since the infection
is denoted by Tdrug (dashed line). The efficacy of drug limiting viral infection is denoted as ε1 and that of drug limiting viral production is denoted
as ε2. Containment of viral spread is slightly enhanced when the drug limiting viral production is used. No differences in viral kinetics were observed
under either condition when drug was administered 3 or more days after viral inoculation. Combination of both types of drugs can enhance viral
clearance when they are administrated within 2 days.
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alent titers of the less pathogenic B/Ann Arbor virus effectively
controlled the infection with little or no mortality (57). Al-
though the replication rates for these viruses have not been
directly measured, the observations and the model predictions
are consistent with well-described differences in pathogenicity
(26).

In addition, the model suggests that virulence may be a trait
mediated through virally induced inhibition of antigen presen-
tation. In the version of the model in which the adaptive
response depends entirely on presentation of viral antigens by

professional APC to T cells and B cells, changes in the param-
eters affecting the DC had a strong influence on the duration
of infection. Similarly, the model suggests that a compensatory
increase in the DC-mediated antigen presentation can com-
pensate for the increased infection rate of highly virulent in-
fluenza virus strains. Indeed, experimental observations sup-
port that the early appearance of DC in draining lymph nodes
is correlated with a more robust CD8 T-cell response (38). In
the same vein, viral genes that affect innate recognition of the
virus, such as NS1, also affect DC maturation and slow the

FIG. 8. Immune memory response. (a) Kinetics of viral load in the secondary response with immune memory of antibody only (top left panel),
CD8 T cells only (top right panel), and both antibody and CD8 T cells. The initial antibody titer is fixed as 102 and the initial effector CD8 T-cell
level [TE(0)] is changed from 0 to 105 (bottom left panel). The initial antibody level is fixed as a 103 titer and the initial level of CD8 T cells is
changed from 0 to 105 (bottom right panel). (b) Time to clear the virus (tclear) as a function of initial antibody titer, A(0), initial level of effector
CD8 T cells, TE(0), initial level of airway/lung resident effector CD8 T cells, T*E(0), and initial level of effector CD4 T cells, HE(0). Time to clear
the virus is defined as time for the viral load to reach 1 EID50/ml since infection. The light blue horizontal line indicates one-half the time to clear
virus in the absence of any memory responses.
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antigen presentation rate (6, 28). Mutations in these genes are
correlated with increased pathogenicity, as in the 1918 and
H5N1 influenza virus strains (65, 73, 78). Similarly, a recent in
vivo macaque study observed that suppression of NS1 function
through mutation can accelerate immune responses (39).

When activation of naïve B cells is modeled to occur by
direct virus recognition, the dependence of the B-cell and
antibody responses on parameters that affect antigen presen-
tation shift to those that regulate the production of virus. For
influenza virus infection, it is currently unclear whether B cells
are directly activated by free virus or by APC presentation of
virus carried to lymph nodes by APC. Neither mechanism has
been excluded, and the mode of B-cell priming may depend on
the virus used in a particular experiment. For example, a virus
that replicates rapidly and produces evidence of virus particles
in the lymph nodes may be less dependent on cellular mech-
anisms of presentation than a virus that replicates slowly and is
more restricted to the airways. Explicit experimentation will be
needed to resolve these questions.

We recognize that this model has focused on the adaptive
immune response to influenza virus and has not specifically
delineated the contributions of the innate immune response.
Rather, the contributions of innate immune mechanisms, such
as macrophage/NK cell-mediated viral clearance and IFN-�/�
induction and effects are contained within parameters that
specify “other” nonspecific viral clearance mechanisms or ef-
fects on epithelial cell immunity to viral infection and replica-
tion. For example, one finding of the model is that antibody
contributes little to viral clearance in a primary immune re-
sponse against influenza virus but the model clearly predicts
that CD8 killing of infected epithelial cells and other “nonan-
tibody” viral clearance mechanisms predominate (cvV). These
“nonantibody” viral clearance mechanisms likely include NK
and macrophage mediated clearance. Further detailed exper-
imental data are necessary to replace the umbrella parameter
for “nonantibody” viral clearance (cv) with more specific pa-
rameters that address the quantitative contribution of such
mechanisms. Because all ODE models of biological processes
are simplifications and abstractions, such iterative refinements
are the natural result of the interplay between the modeling
process and the experimental design and findings.

The parameters affecting the generation of CD8 T-cell ef-
fectors were also modeled. In previously reported studies, de-
pletion of CD4 T cells prior to infection had minimal impact
on the generation of cytotoxic CD8 T cells that go to the
airways (22), and these animals effectively control the virus
without making a substantial neutralizing antibody response
(12, 40, 76). In other systems, the development of CD8 effec-
tors and durable, functional memory CD8 T cells is dependent
on CD4 T-cell “help” for CD8 T cells, possibly mediated
through the DC (12, 40, 76). Licensing of DC by the CD4 T
cells is critical to convey sufficient activation and developmen-
tal signals to the CD8 T cells (2, 14, 74). When we simulated
these two alternative versions of CD8 T-cell activation, we
found that in the absence of CD4 T cells, only a minimal delay
in virus clearance occurred when the CD8 T-cell activation
depended only on mature DC alone. However, in a simulation
where DC licensing was invoked, depletion of CD4 T cells
resulted in a failure to generate effector CD8 T cells and
prolonged infection. Although DC licensing is required for the

priming of CD8 T-cell immunity to other viruses, such as her-
pes simplex virus (2, 74), in vivo experimental observations do
not currently support this mechanism for influenza virus. Cur-
rent information on T-cell help for CD8 responses suggests
that CD4 T-cell help can be important for determining the
quality of the memory response that mediates protection in a
subsequent infection (36). In a response that involves strong
inflammatory signals, such as influenza virus infection, DC
licensing by CD4 T cells is probably not a major mechanism
affecting either the total numbers of activated CD8 T cells
during the primary response or the effectiveness of each CD8
T cell in killing infected cells.

Though not designed to replicate immune memory, the in-
fluenza virus model described was robust and flexible enough
to account for the effects of preexisting immune memory on
secondary infection, especially the importance of neutralizing
antibodies. In addition to neutralizing antibodies, our model
demonstrated the influence of effector CD8 T cells in the lung
at the time of infection through accelerated clearance. Our
results simulate observations that heterosubtypic immunity to
influenza virus depends on the number of CD8 T cells in the
airways at the start of infection (24, 25, 47, 65). These in vivo
observations and in silico model predictions suggest that vac-
cine efficacy could be improved if designed to evoke local
immune memory cells that were maintained long term at the
local site rather than in the circulation, as well as robust neu-
tralizing antibody titers.

Model simulations of current and potential antiviral agents
predicted that lowering the viral load or spread within 2 days of
infection allows the rapid control of the infection. These re-
sults match known limitations of neuraminidase inhibitors,
which inhibits viral release by infected cells but are only effec-
tive when given within 2 days of symptom onset (20). The
model predicts that combinations of drugs that both limit cell
infection and viral production will be more effective than a
neuraminidase inhibitor alone, but only if administered before
the peak viremia. These outcomes emphasize the critical phase
of intervention with antiviral drugs, the phase of viral replica-
tion, and spread.

We have constructed a mathematical model of influenza
virus immunity that can act as a foundation for future modeling
efforts. Our model, like all models and abstractions, is a sim-
plification of a complex biological process. Its accuracy de-
pends on the validity of the assumptions made in constructing
the model, as well as the parameter values chosen to populate
it. The fidelity of the model would no doubt be improved
further by direct experimental verification of those parameters,
especially those for which direct measurements were or are not
available. These experiments are under way. It is also obvious
that several of the model predictions will need to be experi-
mentally tested. Nevertheless, these issues demonstrate the
utility of modeling for challenging our assumptions, exploring
alternative scenarios, and suggesting future experimentation.
Much work remains in developing more detailed mathematical
submodels of the innate immune response, DC maturation and
antigen presentation, T helper differentiation, and memory, for
example. These will add refinement and depth to the present
macroscopic approach. These more detailed efforts will gener-
ate new predictions and therapeutic strategies to better under-
stand and improve the host response to virus infection.
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