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Spo11 and the Rad50-Mre11 complex have been indirectly impli-
cated in processes associated with DNA replication. These proteins
also have been shown to have early meiotic roles essential for the
formation of a programmed DNA double-strand break known in
Saccharomyces cerevisiae to initiate meiotic recombination. In both
S. cerevisiae and the basidiomycete Coprinus cinereus, spo11 and
rad50 mutants are defective in chromosome synapsis during mei-
osis. Here we demonstrate that a partial restoration of synapsis
occurs in C. cinereus spo11 and rad50 mutants if premeiotic DNA
replication is prevented. Double mutants were constructed with
spo11–1 or rad50–4 and another mutant, spo22–1, which does not
undergo premeiotic DNA replication. In both cases, we observed an
increase in the percentage of nuclei containing synaptonemal
complex (SC) structures, with concomitant decreases in the per-
centage of nuclei containing axial elements (AE) only or no struc-
tures. Both types of double mutants demonstrated significant
increases in the average numbers of AE and SC, although SC-
containing nuclei did not on average contain more AE than did
nuclei showing no synapsis. Our results show that Spo11-induced
recombination is not absolutely required for synapsis in C. cinereus,
and that the early meiotic role of both Spo11 and Rad50 in SC
formation partially depends on premeiotic S phase. This depen-
dency likely reflects either a requirement for these proteins im-
posed by the premeiotic replication process itself or a requirement
for these proteins in synapsis when a sister chromatid (the out-
come of DNA replication) is present.

Meiosis consists of genomic DNA replication followed by a
reductional and then an equational separation of chro-

mosomes. In most organisms examined, the reductional segre-
gation uses both crossing-over between nonsister chromatids and
the presence of intact sister chromatid cohesion to facilitate
proper homolog disjunction (1). Additionally, the alignment of
homologous chromosomes culminates in the formation of the
synaptonemal complex (SC). In Saccharomyces cerevisiae, the
formation of this structure is known to require the initiation of
meiotic recombination. ‘‘Early’’ meiotic recombination mutants
(2, 3), which fail to form the programmed double-strand breaks
(DSBs) used for recombination initiation, are unable to form SC.

At least 11 gene products are required for the initiation of
meiotic recombination (4), and several have been well charac-
terized. Spo11 is a type II topoisomerase-like protein that has
been shown in S. cerevisiae to create the programmed DSBs that
initiate meiotic recombination (5). However, it recently has been
demonstrated that Spo11 function in meiosis is not limited to this
transesterase function. A tyrosine to phenylalanine mutation,
which prevents DSB formation, does not abolish the function of
the Spo11 protein in the DSB-independent homologous chro-
mosome pairing that precedes synapsis (6). In contrast, a spo11
null mutation causes a severe reduction in homolog pairing (7).

The action of Rad50 in DSB formation and, therefore, re-
combination initiation is less clear. However, it is likely that this
function occurs in conjunction with the Mre11 and Xrs2 proteins
in S. cerevisiae (8, 9). Although the full extent to which Spo11 and
Rad50 contribute to recombination initiation and synapsis is not
certain, it is likely that these proteins function in processes
concomitant with or immediately after DNA replication (6, 10,

11). For example, all members of the S. cerevisiae RAD52
epistasis group tested are hypersensitive to hydroxyurea (HU),
an indirect inhibitor of DNA replication (10). In addition, rad50,
rad51, and rad53 mutants exhibit irreversible HU sensitivity; they
decrease in viability after exposure to and removal from the drug
(10). This inability to survive after HU treatment can be
suppressed by pretreatment with a-factor to cause G1 arrest and,
therefore, to prevent entry into an HU-impaired replication
program (10). Taken together, the HU irreversibility and rescue
by a-factor indicate that the rad50 mutant lacks the S phase
arrest normally triggered by replication inhibition. Thus, al-
though rad50 null mutants are viable in S. cerevisiae, Rad50 may
contribute to a checkpoint function necessary under certain
conditions (e.g., when replication is inhibited).

Rad50 may also function in the processing of stalled replica-
tion forks or in the repair of replication-induced damage (12).
These functions may be important events in triggering check-
point arrest during S phase and may account for the suspected
role of Rad50 in that process. In S. cerevisiae, Rad50 recently has
been demonstrated to be involved in one of two Rad52-
dependent pathways of telomere maintenance in the absence of
telomerase (13). It is likely that this form of telomere mainte-
nance depends on break-induced replication (BIR; ref. 14). The
role of Rad50 in BIR may be identical to its role in replication,
because this type of repair has been proposed as a possible
mechanism for restarting broken replication forks (14).

There is further evidence that the S phase function of Rad50
may not be limited to a possible checkpoint role. In S. cerevisiae,
a rad50 deletion mutation shows allele-specific synthetic lethality
with pol30 (proliferating cell nuclear antigen) mutant strains
exhibiting the cell-cycle defect of an accumulation of G2 cells
(11). The lethality likely reflects a replication deficiency because
the pol30 mutants that exhibit synthetic lethality with rad50
accumulate small single-stranded DNA fragments, identified by
sedimentation of genomic DNA through alkaline sucrose gra-
dients, during DNA synthesis. These molecules presumably arise
from the incomplete processing of Okazaki fragments during
lagging-strand synthesis (11).

Although Rad50 has been suggested to have possible over-
lapping roles in an S phase checkpoint, Okazaki fragment
processing, and replication restart, less is known about the
interplay between Spo11 function and DNA replication. How-
ever, there does seem to be some level of cross-talk between
premeiotic DNA replication and the function of Spo11, as a
spo11 deletion mutation leads to a shortened premeiotic S phase
(6). The specific functions that Spo11 and Rad50 may have

Abbreviations: AE, axial element(s); SC, synaptonemal complex(es); DSB, double-strand
break; HU, hydroxyurea.

*S.T.M. and W.J.C. contributed equally to this work.

†To whom reprint requests should be addressed. E-mail: mzolan@bio.indiana.edu.

The publication costs of this article were defrayed in part by page charge payment. This
article must therefore be hereby marked “advertisement” in accordance with 18 U.S.C.
§1734 solely to indicate this fact.

Article published online before print: Proc. Natl. Acad. Sci. USA, 10.1073ypnas.190346097.
Article and publication date are at www.pnas.orgycgiydoiy10.1073ypnas.190346097

PNAS u September 12, 2000 u vol. 97 u no. 19 u 10477–10482

G
EN

ET
IC

S



during replication also may be relevant to their requirement in
meiotic recombination initiation and chromosome synapsis.

Because Spo11 and Rad50 have been implicated in processes
relevant to DNA replication, we were interested in whether the
early meiotic role of these proteins is related to premeiotic S
phase. In the basidiomycete fungus Coprinus cinereus, as in S.
cerevisiae (15–17), mutations in the spo11 and rad50 genes can
result in the inability of these strains to form the SC normally
associated with pachytene chromosomes (18, 19). If the observed
SC defects in spo11 and rad50 mutants stem from an earlier
defect during or immediately after premeiotic S phase, then a
bypass of S phase might obviate the requirement for the proteins
in synapsis. That is, their role in synapsis may reflect one or more
replication-dependent requirements for these proteins.

To test the validity of this proposed relationship, we have
taken advantage of a unique meiosis-specific mutant of C.
cinereus. The spo22–1 mutant fails to undergo premeiotic DNA
replication (20). Pukkila et al. (21) showed that triple synapsis,
which is extensive in wild-type triploids of C. cinereus, is absent
in spo22–1, thus confirming that these chromosomes are largely,
if not completely, unreplicated. However, despite the inability of
this mutant to make a sister chromatid, homologous chromo-
somes align perfectly and form SC with no obvious morpholog-
ical defects (20, 21). We investigated axial element (AE) for-
mation and synapsis in double mutants of spo22–1 and either
spo11–1 or rad50–4 (18, 19, 22) to ask whether spo22–1 can
suppress the synapsis defects observed in the two single mutants.
We observed a striking suppression of the synapsis defects of
spo11–1 and rad50–4 mutants by the spo22–1 mutation. This
result suggests that Spo11 and Rad50 function in the establish-
ment of a class of nuclei that are competent for synapsis, and that
the requirement for this function depends on the passage of cells
through premeiotic S phase.

Materials and Methods
Strains and Culture Conditions. Double mutants were derived from
C. cinereus strain spo22–1 (PJP; ref. 20) and either spo11–1 (19,
22) or rad50–4 (18). spo22–1 was mated to spo11–1 or to
rad50–4, and '150 spores were picked from each cross. spo11–1
mutants were identified on the basis of growth on hygromycin B
(22), and spo11–1;spo22–1 double mutants were identified as
fruiting white when crossed with spo22–1 (meiotic mutants fruit
white as a result of a meiotic defect, whereas wild-type strains
fruit black as a result of the production of black spores). rad50–4
mutants were identified based on sensitivity to ionizing radiation
and rad50–4;spo22–1 double mutants were identified by crossing
radiation-sensitive isolates to spo22–1 and looking for white fruit
bodies. Crosses of monokaryotic progeny of a spo11–1 X spo22–1
cross were used in the production of the following dikaryotic
strains (isolate numbers are given after the genotypes): TSM1
(wild type, 4 3 34), TSM2 (spo22–1, 12 3 26), TSM5 (spo11–
1;spo22–1, 8 3 34), TSM6 (spo11–1;spo22–1, 8 3 52), and TSM7
(spo11–1;spo22–1, 8 3 41). TSM8 (rad50–4;spo22–1, 55 3 16)
and TSM9 (rad50–4;spo22–1, 55 3 17) represent crosses of
progeny from a rad50–4;spo22–1 (isolate 55) 3 Java-6 (23) cross
with the same rad50;spo22–1 parent strain (isolate 55). Strains
TSM3 (spo11–1; refs. 19, 22) and TSM4 (rad50–4; ref. 18) are the
parental single-mutant strains used in the creation of the double
mutants. The data set analyzed for TSM3 is the same as that
presented in ref. 19. TSM1 is a cross between a spo11–1;spo22–1
strain and a wild-type sibling; all other dikaryons used were
homokaryotic. In addition, control crosses were done between
sibling strains to verify phenotypes. A spo11–1;spo22–1 double
mutant (isolate 34) was crossed with a sibling spo22–1 strain
(isolate 26) and also with a sibling spo11–1 strain (isolate 7) to
create the control strains TSM10 (spo22–1 3 spo11–1;spo22–1;
26 3 34) and TSM11 (spo11–1 3 spo11–1;spo22–1; 7 3 34).

Culture conditions, matings, and fruiting conditions were as

described (24). Basidiospore viabilities were determined as
described in ref. 18 with the following results: TSM1, 78%;
TSM2, 2.7%; TSM3, 1.6%; TSM4, 0% (this measurement is from
ref. 18); TSM5, 0%; TSM8, 0.2%; and TSM9, 1%.

Microscopy. Chromosome spreads were silver-stained according
to methods described in Pukkila et al. (25). Spreads were viewed
and photographed by using a JEOL transmission electron mi-
croscope. Photographs then were examined to identify AE and
SC formation in each of the strains. Spreads were scored as
follows: having distinct SC; having no SC but visible AE forma-
tion; and having no SC or AE formation. The SC-containing
class always contained two or more SC segments; the minimum
SC length was 0.3 mm.

Measurements. Photographs were scanned by using PHOTOSHOP
5.0 (Adobe Systems, Mountain View, CA), and analysis was
performed on a Macintosh computer by using the public domain
NIH IMAGE program (developed at the U.S. National Institutes
of Health and available on the internet at http:yyrsb.info.nih-
.govynih-imagey); we measured total SC and AE length per
nucleus. Each AE was traced by using NIH IMAGE, and SC length
measurements were obtained by measuring between AE. Sta-
tistical differences between strains were evaluated by using a t
test to compare the differences between the mean values of the
two samples in question.

Results
We investigated AE formation and synapsis in double mutants
of spo22–1 and either spo11–1 (19, 22) or rad50–4 (ref. 18; the
C. cinereus rad12 gene is orthologous to the S. cerevisiae gene
RAD50 and is referred to as rad50 in this paper; S.N.A. and
M.E.Z., unpublished data). As single mutants, little SC was
formed in strains homozygous for spo11–1 or rad50–4 mutations
[0% and 23% of cells, respectively, formed SC, (ref. 19; Figs. 1
B and C and 2)]; instead, these strains principally produced AE.
In contrast, 100% of meiotic nuclei in wild-type and spo22–1
strains formed SC (Figs. 1 A and D and 2).

For the three homozygous spo11–1;spo22–1 strains, an average
of 65% of nuclei formed SC structures (Fig. 2, strains TSM5,
TSM6, and TSM7), a dramatic increase relative to the spo11–1
single mutant. In the double-mutant strains, the average per-
centage of nuclei containing AE decreased 2.6-fold, and the
average percentage of nuclei with unstructured chromosomes
decreased 3.2-fold relative to the spo11–1 single mutant. Thus,
the AE-only and unstructured classes of nuclei were comparably
affected by the spo22–1 mutation. In control experiments,
crosses between sibling strains of types spo22–1 3 spo22–1
(TSM2) and spo22–1 3 spo11–1;spo22–1 (TSM10) showed full
SC formation and thus exhibited the phenotype of the spo22–1
mutant (Fig. 1D and data not shown). A cross between a spo11–1
single mutant and its spo11–1;spo22–1 double-mutant sibling
(TSM11) had a phenotype similar to the homozygous spo11–1
single mutant (TSM3) shown in Figs. 1B and 2. Of the 30 nuclei
that were examined, 6% had SC, 64% had AE only, and 30%
were unstructured. A wild-type strain (spo111;spo221) crossed
to its spo11–1;spo22–1 double-mutant sibling showed complete
SC formation (Fig. 1 A), demonstrating the recessive nature of
both of these mutations.

The SC-containing class of nuclei in homozygous rad50–
4;spo22–1 strains was an average of 3.6-fold larger than that in
the single rad50–4 mutant; SC was formed in 80% and 85% of
the cells in two separate crosses (Fig. 1 C and F and Fig. 2).
Notably, we were unable to detect any unstructured nuclei in the
rad50–4;spo22–1 double mutants. Furthermore, the average
number of AE-only nuclei was 2.3-fold lower in the rad50–
4;spo22–1 double mutant than in the rad50–4 single mutant (Fig.
2). Therefore, as for spo11–1, the enhancement of synapsis in the
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rad50–4 background by spo22–1 reflects decreases in both the
unstructured and AE-only classes of nuclei. For TSM4, the
rad50–4 3 rad50–4 single mutant cross, we analyzed two sets of
data, one that we generated (Figs. 1C, 2, and 3) and that of
Ramesh and Zolan (17). Similar results were obtained for both
data sets.

We wanted to address whether the increase in the SC-
containing class of nuclei observed in the double mutants
correlated with an overall increase in the average number andyor
length of AE and SC per nucleus, or whether the increase in this
class represents a regulatory shift or structural change that leads
to competence for synapsis. We already knew that spo11–1 could
demonstrate essentially complete AE formation without the
production of any SC (ref. 19; Fig. 1B), and therefore it seemed
unlikely that an increase in AE formation per se would trigger SC

formation. However, it did seem possible that, on average, a
spo22–1 double mutant with either spo11–1 or rad50–4 might
display more SC precursor structures (i.e., AE) than the single
mutants did. We therefore tabulated AE and SC number and
length for both single and double mutants. For each analysis, we
included the number of nuclei with no AE or SC structures as
part of the total number of nuclei used to calculate mean values.
The spo22–1 mutant exhibits numbers and lengths of both AE
and SC comparable to those in wild-type strains (Fig. 3); values
for the average length of both AE and SC in spo22–1 strains were
indistinguishable from those of wild type at a 95% confidence
level. The spo22–1 strain exhibited an average of 26 AE, as

Fig. 1. SC formation in wild-type and mutant strains. (A) TSM1, wild type; (B) TSM3, spo11–1; (C) TSM4, rad50–4; (D) TSM2, spo22–1; (E) TSM5, spo11–1;spo22–1;
and (F) TSM8, rad50–4;spo22–1. [Scale bars 5 2 mm.]

Fig. 2. Comparison of wild-type, single-, and double-mutant strains. Chro-
mosome spreads were examined and categorized according to the presence or
absence of AE and SC. For each strain, at least two mushrooms were sampled.
Total numbers of spreads were: TSM1, 22; TSM2, 19; TSM3, 60; TSM4, 30; TSM5,
27; TSM6, 45; TSM7, 38; TSM8, 40; and TSM9, 27.

Fig. 3. Comparison of SC and AE length vs. the number of SC and AE
segments. Total SC and AE lengths were measured and the sum was divided by
the total number of nuclei to determine the average length per nucleus for
each strain listed in the table. For each chromosome spread, AE segments were
counted as one segment for each continuous piece regardless of length. A
single SC segment represents continuous association of two AE. Data are
presented as 6 indicates the SEM. SC and AE lengths are in micrometers (mm).
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expected for normal, complete AE formation. In this experi-
ment, the number of AE per nucleus (22 AE per nucleus) was
significantly different from that of wild type at a 95% but not a
98% confidence level; this observation undoubtedly reflects
technical problems in observing all structures in wild-type cells.
Thus, for either spo22–1 or wild type, a given data set may show
a slight deviation from the expected value. In contrast, spo11–1
and rad50–4 mutants had severe defects in both the numbers and
lengths of these chromosomal structures (Fig. 3).

The spo11–1;spo22–1 double mutant exhibited increases in the
average length of both AE and SC relative to the spo11–1 strain.
The average number of AE structures per nucleus increased by
1.7-fold (Fig. 3); this number is significantly different from that
of the spo11–1 mutant at a 95% confidence level. The spo11–
1;spo22–1 double mutant exhibited a 2.1-fold increase in the
average length of AE per nucleus. The average value for the
double mutant is significantly different from that of the spo11–1
single mutant at a 99.8% confidence level. The average number
and length of SC structures per nucleus increased from 0 to 2.7
structures and 0 to 4.7 mm, respectively (Fig. 3), and the
spo11–1;spo22–1 double mutant is significantly different from
spo11–1 in both the number and length of SC structures with
99.9% confidence levels. These differences in the SC data are a
reflection of the complete absence of any SC in the spo11–1
single mutant (Figs. 1B, 2, and 3).

For rad50–4, the average number and length of AE per
nucleus increased by 1.7- and 1.3-fold, respectively, for the
rad50–4;spo22–1 double mutant relative to the rad50–4 single
mutant (Fig. 3). The average number of SC structures per
nucleus increased by 2.9-fold and the average length of SC
structures per nucleus increased by 2-fold. Although increases in
both the average number and the average lengths of AE and SC
were observed for the rad50–4;spo22–1 double-mutant strain,
only the increases in the average number of AE and SC per
nucleus are significantly different from the wild-type values
(99.5% and 99.9% confidence levels, respectively). The mean
values of the lengths of these structures do not demonstrate
significant differences between the single- and double-mutant
strains at a 95% confidence level.

Given the relative increase in both number and length of AE
and SC structures in the spo11;spo22–1 double mutant and the
increase in the number of AE and SC elements in the rad50–
4;spo22–1 double mutant, we wanted to address whether the
increase in synapsis seen in these strains was coupled with an
elevation of AE formation. Specifically, we asked whether those
double-mutant nuclei that made SC had, on average, more or
longer AE than did those that had AE structures only. In the
spo11–1;spo22–1 strain, no significant differences at 95% con-
fidence levels were observed in the number or length of AE
structures between nuclei that contained SC and those that did
not. Similarly, there was no statistical difference in the average
numbers of AE structures per nucleus in SC-containing and
SC-lacking rad50–4;spo22–1 nuclei. Additionally, there was no
statistical difference in the average lengths of AE per nucleus in
the SC-containing and SC-lacking classes of the double mutant.

Discussion
Spo11 and Rad50 have been implicated in S phase-related
events. The involvement of these two proteins in premeiotic
DNA replication-associated activities therefore may explain, at
least in part, their requirement early in meiosis. Defects in Spo11
and Rad50 function severely impair the synapsis of homologous
chromosomes. To test whether the replication-associated func-
tion of these proteins is relevant to synapsis, we asked whether
the mutant spo22–1, which fails to undergo premeiotic DNA
replication, can suppress the synapsis defects observed in the
spo11–1 and rad50–4 mutants. The phenotype of the spo22–1
mutant is similar to that of the cdc4, clb5, and clb6 mutants of

S. cerevisiae, which fail to undergo premeiotic DNA replication
(26–29). These strains proceed through prophase I, and cdc4
strains have been demonstrated to produce SC (26–29). How-
ever, the spo22–1 mutant does differ from these mutants in that
its defect is limited to meiosis; the others exhibit mitotic defects
as well.

We observed a suppression of the synapsis defects in spo11–1
and rad50–4 mutants by the spo22–1 mutation. We also have
found that the prophase I DNA content of spo11–1;spo22–1
double-mutant nuclei is approximately half the amount in
spo11–1 and wild-type nuclei (W.J.C., S.T.M., M. Celerin, C.
Johnson, E. Sierra, and M.E.Z., unpublished work). Assuming
that the rad50–4;spo22–1 double mutant is similarly affected for
premeiotic DNA replication, our results suggest that the require-
ment for both Spo11 and Rad50 in synapsis at least partially
depends on the passage of cells through premeiotic S phase.
More specifically, this result demonstrates that these two pro-
teins function in S phase-related processes that are important for
synapsis. The S phase-dependent function of Spo11 contributes
to both the number and length of AE and SC, whereas the S
phase-related role of Rad50 seems to be principally a contribu-
tion to the number of these structures. It is uncertain what the
S phase-dependent effect of these proteins on the numbers of
AE and SC structures actually means. However, one interpre-
tation of this effect is that the loss of activity of Spo11 and Rad50
prevents the establishment of a class of nuclei that are competent
for AE formation andyor synapsis. It is unclear whether the loss
of activity of these proteins triggers a checkpoint that prevents
the progression to pachytene stage, or whether the absence of a
structural contribution made by these proteins precludes the
initiation of synapsis on a region-by-region basis.

In addition to the establishment of competence for the
formation of AE and SC structures, the S phase-dependent
function of Spo11, unlike that of Rad50, serves as a determinant
of the length of these structures, once their formation has
initiated. Interestingly, the increase in SC formation in both the
spo11–1;spo22–1 and rad50–4;spo22–1 double-mutant strains
does not correlate with an obvious increase in the length and
number of AE structures per nucleus. Therefore, the S phase-
associated function of Spo11 and Rad50 in SC formation is
probably not a direct extension of their S phase-related contri-
bution to AE formation.

There are two basic ways of thinking about an S phase-
dependent requirement for these proteins. First, they may
perform essential functions during premeiotic DNA replication.
When these requirements are left unfulfilled, prophase I events
(such as synapsis) are abnormal. Second, the presence of a sister
chromatid, the result of premeiotic DNA replication, could be
inhibitory to synapsis in the absence of either Spo11 or Rad50
function.

In support of a replication role for these proteins, numerous
potential functions, such as contributions to a replication block-
age checkpoint, a pathway for processing Okazaki fragments,
and a pathway for restarting stalled replication forks, have been
suggested for Rad50 (as discussed in the Introduction). It is
unclear whether Spo11 plays a direct role in premeiotic DNA
replication. However, Cha et al. (6) have demonstrated that the
length of the premeiotic replication program of the nucleus is
shortened in the absence of Spo11 function. These authors
suggest that in wild-type cells, Spo11-mediated activities con-
tribute to a kinetic barrier(s) that hinders the progression of
premeiotic S phase. Presumably, a feedback mechanism is in
place such that nucleus-wide replication is slowed to accommo-
date the regional formation of Spo11-dependent chromosome
structures. Our observed suppression of the synapsis defects in
spo11–1 and rad50–4 mutants by the prevention of premeiotic S
phase may indicate a direct role of Spo11 and Rad50 in repli-
cation that is important for synapsis, or their requirement during
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premeiotic S phase to form chromosomal features that are
required for synapsis. If DNA replication is bypassed, as in a
spo22–1 background, then these structures become unnecessary
for synapsis.

Our work also raises the possibility that the failure of our
spo11–1 and rad50–4 mutants to form SC is directly related to
the presence of a sister-chromatid. These proteins could medi-
ate, or modify, sister-chromatid associations that are important
for synapsis. The notion that these proteins may have a role in
sister chromatid associations necessary for DNA repair is sup-
ported by the mitotic hyperrecombination phenotype observed
in some rad50, mre11, and xrs2 mutants (30–33). This phenotype
can be attributed to the channeling of mitotic DNA lesions to a
homologous chromosome for repair in G2, when normally the
sister chromatid would be used. Like rad50, mre11, and xrs2
mutants in yeast, the spo11 mutant mei-W68 of Drosophila
melanogaster also exhibits a hyperrecombination phenotype (34,
35), a feature consistent with a defect in associative processes
important for sister-chromatid-mediated repair. However, it is
possible that these hyperrecombination phenotypes are a result
of defects in replication, as this phenotype also is associated with
mutations in genes that have direct roles in replication (36, 37).
Therefore, the precise meaning of the hyperrecombination
phenotype as it relates to defects in sister-chromatid associations
is unclear.

g-Radiation survival curves in S. cerevisiae demonstrate that
rad50, mre11, and xrs2 null mutant strains are defective in their
ability to repair during the G2 phase of the cell cycle. However,
these mutant strains exhibit diploid-specific increases in resis-
tance to ionizing radiation (30–32, 38). Additionally, Moore and
Haber (39) observed a G2-specific form of end-joining repair
that required the function of Rad50. These observations suggest
that this complex of proteins functions in DNA repair processes
that require a sister chromatid but is not essential for repair
events that use a homologous chromosome. Other observations,
however, indicate that the requirement for Mre11, and by
extension for Rad50, in DNA repair is not limited to the G2 stage
of the cell cycle (40). Therefore, any function that Rad50 may
have in sister-chromatid cohesion is unlikely to represent the full
extent of its contribution to DNA repair. Support for a sister-
chromatid association role for Rad50 is found in the inclusion of
this protein in the structural maintenance of chromosomes
(SMC) family (41). Hirano (42) proposed that the basic unifying
role of SMC proteins is to serve as ATP-modulated DNA
cross-linkers. Although AE form in the rad50–4 mutant (Figs.
1C and 2), sister-chromatid associations may be deficient or
inappropriate such that synapsis is inhibited. For example, unlike
during mitosis, when chromatin loops of sister chromatids face
in opposite directions, in meiosis I sister chromatids are oriented
asymmetrically, such that the chromatin loops of both are
positioned on the same side of the AE (43–45). Therefore, one
possibility is that Rad50 is required to cross-link sister-chromatid
DNA to create andyor stabilize this orientation. The loss of
Rad50 function might result in the inability to form an AE that
is competent for synapsis, as inappropriate interactions between
sisters might effectively block the availability of a chromatid for
synapsis with the homolog. In a spo22–1 mutant, the absence of
a sister chromatid creates an asymmetric distribution of chro-
matin loops and, therefore, liberates single chromatids so that
each is available for synapsis with the homologous (nonsister)
chromatid.

The notion that Spo11 and Rad50 may function in some aspect
of sister-chromatid associations is not mutually exclusive with the
possibility that they also operate in processes associated with
replication. The proteins that are responsible for sister-
chromatid cohesion act either before or during replication to set
up the chromosomal structural determinants necessary for
proper sister-chromatid interactions. The sister-chromatid ad-

herin protein Mis4, from Schizosaccharomyces pombe (46), re-
mains associated with chromosomes throughout the cell cycle,
and its inactivation during G1 results in lethality during the
subsequent S phase. The meiosis-specific cohesin Rec8 has been
demonstrated, in both S. cerevisiae (47) and S. pombe (48), to
localize with chromosomes before DNA replication. Further-
more, Cha et al. (6) observed a lengthening of premeiotic S phase
relative to wild type in an S. cerevisiae rec8 null mutant. This
observation suggests that Rec8 is a positive modulator of pre-
meiotic DNA S phase and that the process of replication
probably is influenced by the initial steps in establishing proper
sister-chromatid interactions. Thus, our observations of a DNA
replication-induced requirement for Spo11 and Rad50 could
mean that these proteins serve a replication-associated role in
setting up meiotic chromatin structures (e.g., sister-chromatid
associations) necessary for synapsis.

We observed a dramatic increase in the number of nuclei that
exhibit synapsis in spo11–1;spo22–1 and rad50–4;spo22–1 double
mutants relative to the spo11–1 and rad50–4 single mutants,
respectively. However, synapsis is not complete in the double
mutants, and we do not know whether it is principally homolo-
gous or nonhomologous. It may be possible to use recently
developed procedures (49) for the sequential observation of
chromosome spreads with fluorescence and electron microscopy
to determine whether observed regions of synapsis are between
homologs. Because the spo11–1 mutant undergoes a high level of
homolog pairing (19), it is likely that, for this mutant at least,
some if not most synapsis is homologous. One explanation for
only partial suppression of the asynaptic phenotypes is that the
spo22–1 mutation may be leaky, and a small fraction of chro-
mosomal regions may still undergo replication such that it is not
possible to achieve complete rescue. A more likely explanation,
however, is that Spo11 and Rad50 have additional functions that
are not made dispensable by the absence of premeiotic replica-
tion and probably are important for both the number and length
of AE and SC structures that form. Although we have demon-
strated that Spo11-induced recombination is not required for
synapsis in a spo22–1 mutant, recombination might facilitate
synapsis, even in the absence of a sister chromatid.

Although the spo22–1 mutation prevents significant premei-
otic DNA replication, it is not known whether replication fails to
initiate or initiates and is then unable to proceed. It is possible
that replication is initiated in the spo22–1 mutant and impeded
such that replication-fork stalling occurs. Blocked replication
forks have been associated with an elevation of spontaneous
DSB formation (50). Therefore, it is possible that the suppres-
sion of the synapsis defects in the spo11–1;spo22–1 and rad50–
4;spo22–1 double mutants results from the partial functional
replacement of Spo11 and Rad50 with spontaneous DSBs caused
by arrested replication forks throughout the genome. Such a
model must include the stable maintenance of replication-
associated DSBs for an extended period, through karogamy and
the entry into meiosis in C. cinereus. This is an unproven, but
testable, idea. It has been shown that DSBs can be maintained
for many hours (51) and this possibility, which has not been ruled
out in this study, deserves further attention.

Whether the impediment to synapsis in the spo11–1 and
rad50–4 mutants stems from a regulatory or a structural barrier
is not clear. However, Spo22 does contribute, at least partially,
to the barrier, because the level of AE and SC formation
increases in the spo11–1;spo22–1 and rad50–4;spo22–1 double
mutants relative to the spo11–1 and rad50–4 single mutants.
Additionally, Spo11 and Rad50 normally are required (i.e., in a
spo221 strain) to overcome the Spo22-dependent barrier to
synapsis. For example, there could be a Spo22-dependent check-
point that blocks SC assembly in the absence of Spo11 and Rad50
function. An obvious question is whether the known roles of
Spo11 and Rad50 in DSB formation and recombination initia-
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tion account for their requirement in overcoming the barrier.
The DSB-forming function of Spo11 does not completely ac-
count for its role in meiosis; for example, it is not required for
homologous chromosome pairing (6). The spo11–1 mutant gene
encodes a predicted protein that likely fails to make meiotic
DSBs (19), but this protein, if stable, may retain other functions.
Similarly, the rad50–4 mutation may not be a null allele (S.N.A.
and M.E.Z., unpublished data).

If Spo11 is universally responsible for the initiation of meiotic
recombination, then recombination is not required for synapsis
in C. cinereus, because the spo11–1;spo22–1 double mutant is
able to form SC. A striking dichotomy exists between the animals
Caenorhabditis elegans and D. melanogaster and the fungi C.
cinereus and S. cerevisiae in the ability of spo11 mutants to form
SC. Although these animal spo11 mutants apparently synapse
normally (52–54), spo11 mutants in the fungi are asynaptic (refs.
14 and 19; Figs. 1B and 2). Our results indicate that this
difference cannot be attributed simply to differences in the role

of recombination in SC formation. Therefore, organisms may
differ in whether replication-associated roles of Spo11 and
Rad50 are required for synapsis.
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