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Abstract
The polarizable empirical CHARMM force field based on the classical Drude oscillator has been
extended to the nitrogen-containing heteroaromatic compounds pyridine, pyrimidine, pyrrole,
imidazole, indole and purine. Initial parameters for the 6-membered rings were based on benzene
with non-bond parameter optimization focused on the nitrogen atoms and adjacent carbons and
attached hydrogens. In the case of 5-member rings, parameters were first developed for imidazole
and transferred to pyrrole. Optimization of all parameters was performed against an extensive set
of quantum mechanical and experimental data. Ab initio data was used for determination of the
initial electrostatic parameters, the vibrational analysis, and in the optimization of the relative
magnitudes of the Lennard-Jones parameters, through computations of the interactions of dimers
of model compounds, model compound-water interactions and interactions of rare gases with
model compounds. The absolute values of the Lennard-Jones parameters were determined
targeting experimental heats of vaporization, molecular volumes, heats of sublimation, crystal
lattice parameters and free energies of hydration. Final scaling of the polarizabilities from the gas
phase values by 0.85 was determined by reproduction of the dielectric constants of pyridine and
pyrrole. The developed parameter set was extensively validated against additional experimental
data such as diffusion constants, heat capacities and isothermal compressibilities, including data as
a function of temperature.

Introduction
Aromatic heterocyclic compounds are organic substances that have an aromatic ring that
includes nitrogen, oxygen or sulfur atoms in addition to carbon and hydrogen. Naturally
occurring heteroaromatic compounds that contain nitrogen are found in, for example,
proteins, nucleic acids, enzymatic co-factors, plant pigments, anthrocyanins and antibiotics
(eg. penicillin and streptomycin).1 Thus, in the context of empirical force fields, a necessary
step towards development of a comprehensive biological force field is the development of
parameters for N-containing heteroaromatics.

The simplest 6-member N-containing heteroaromatic compound is pyridine, which is
derived from benzene by substituting one of the CH groups by nitrogen. Natural compounds
with pyridine include niacin, nicotinic acid, NAD, and nicotine.1 Accordingly, this molecule
represents an ideal initial model compound for parametrization of N-containing
heterocycles.† Pyrimidines are a class of compounds related to benzene and pyridine that
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include nitrogen atoms at the 1 and 3 positions. The simplest member, pyrimidine itself
(C4H4N2), is not common in biological systems but its derivatives are present in thiamine
(vitamin B1), barbiturates and three nucleic acid bases: cytosine, thymine and uracil.

Of the 5-membered, N-containing heteroaromatic compounds pyrrole is the simplest. It has
the formula C4H4N and structurally has two C=C double bonds.2 Pyrroles are components
of a number of biological molecules including porphyrins, chorines and bacteriochorins,
chlorophyll and porphyrogens. It is also present in the dye indigo. Therefore, pyrrole also
represents an ideal starting point for the development of a force field for N-containing
heteroaromatics. Imidazole, or 1,3-diazine, is an essential component of many biologically
relevant compounds, for example the biogenic amine, histamine, the amino acid histidine,
and the nucleic acid bases adenine and guanine. Imidazole has a 5-member ring aromatic
structure with N1 contributing two p electrons and N3 and the carbons each contributing one
p electron to form the sextet aromatic π system. N3 also has a lone pair of electrons in the
plane of the molecule. This is responsible to the coordinating properties of imidazole and its
derivatives. For example, histidine is commonly found coordinated to metal ions in
metalloenzymes.3

Indole (C8H9N) is an aromatic compound with a bicyclic structure with a pyrrole-like
moiety fused with a benzene ring. It is found in the amino acid tryptophan and in a variety of
alkaloids and pigments. Another heteroaromatic bicyclic compound is purine. It consists of
an imidazole ring fused to a pyrimidine ring. Purine derivatives are notable compounds in
the chemistry of life, with 50% of all nucleic acid bases being purines. Purine has two
tautomers associated with protonation of the nitrogens of the imidazole moiety.

Based on their general importance, N-containing hetero aromatic compounds have been
subjected to a multitude of experimental studies in all phases: crystalline, liquid and
gaseous. The use of spectroscopic methods is ubiquitous, and techniques ranging from
vibrational spectroscopy4–7 to neutron scattering8,9 and nuclear spin resonance10–13 have
been applied to study this class of compounds. While experimental methods allow for
measurements of the properties of these compounds, in order to probe molecular details of
the structure and dynamics of these molecules theoretical approaches hold great promise.
Information from computational studies may be used to study the molecular and electronic
structures and, retrospectively, to interpret the spectroscopic parameters of aromatic
heterocyclic molecules and complexes. First-principles ab initio and Density Functional
Theory (DFT) calculations have been extensively used to study both their ground and
excited state properties in the gas phase. The tractable size of these molecules allow studies
using DFT, MP2 and CCSD(T) methods. Many of the studies focus on the study of
noncovalent interactions between dimers and sometimes trimers of aromatic heterocycles
and a number of studies have focused on the π–π stacking interactions. Many of these
studies use standard ab initio methods for the treatment of electron correlation including
both MP2 or CCSD(T) methods.14–20 Recent studies have used DFT methods that include
corrections for the dispersion terms. Lin et al. 21 have used the London-Dispersion-
Corrected DFT method,22 and Piacenza and Grimme23 used the so-called DFT-D method.
24 In addition, a number of studies of excited states of this class of molecules have been
published.25–29

Going beyond gas phase theoretical studies are a variety of condensed phase simulation
studies of aromatic compounds using molecular dynamics (MD)30–34 or Monte-Carlo35–
39 methods based on empirical force fields.40–43 These models have proved their
usefulness by accurately reproducing a variety of experimental observables including phase

†See the Experimental Section for details.

Lopes et al. Page 2

J Comput Chem. Author manuscript; available in PMC 2010 September 1.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



change properties, free energies of solvation, transport properties and structural properties of
the fluids or solids. The majority of models used to date are nonpolarizable or additive, and
include the CHARMM,44,45 GROMOS,46 OPLS,40,47 and AMBER48 force fields, among
others. Force fields are commonly used in other scientific areas, for example chemical
engineering. An example is the NERD force field of Nath and co-workers used to predict
vapor-liquid phase equilibria.49–52 The majority of these force fields have been optimized
based on the reproduction of experimental enthalpies of vaporization and densities, as
pioneered by Jorgensen.40 Further improvements in additive models have included the
incorporation of free energies of hydration in the target data53–55 and MacKerell and co-
workers have introduced a protocol for Lennard-Jones (LJ) parameter optimization using a
combined ab initio/empirical approach that provides better balanced LJ parameters.53 Such
advances are expected to further improve the accuracy of additive force fields, although the
limitation associated with the additive approximation in the treatment of electrostatics as
well as other approximations in the energy functions will hinder significant further
development of such models. Accordingly extending force fields for heteraromatics beyond
the additive approximation to include electronic polarizability is desirable.

Empirical models of aromatic molecules using nonadditive, polarizable models are still
scarce in the literature. Patel and Brooks presented a model based on a fluctuating charge
model that reproduced the heat of vaporization and crystal properties of benzene, imidazole
and indole.43 Ren and Ponder developed a polarizable model (AMOEBA) based on atomic
multipoles along with induced dipoles to treat the polarizability.56–58 Work in our
laboratory developed a classical Drude-based polarizable model of benzene and toluene that
was shown to satisfactorily reproduce a number of experimental observables including heats
of vaporization, densities, heat capacities, diffusion coefficients and dielectric constants of
the pure solvent as well as the free energy of solvation.59 In the present work this model is
extended to N-containing heterocycles including pyridine, pyrimidine, pyrrole, imidazole,
indole and purine (Figure 1). The developed force field is shown to reproduce a variety of
experimental and quantum mechanical (QM) target data, including condensed phase
properties. This work represents an additional step towards the development of a
comprehensive polarizable force field for biological macromolecules.

Computational Methods
QM calculations were performed with NWChem60,61 and the Gaussian 0362 suite of
programs. Geometry optimizations were performed at the MP2(fc)/6-31G(d) level of theory.
This level of theory provides molecular geometries consistent with available gas phase
experimental data (see the Table S1 of the Supporting Information) and it has been
previously utilized during optimization of the latest version of the latest all-atom additive
CHARMM force field (CHARMM27).63,64 QM calculations of the molecular electrostatic
potentials (ESP) were performed on MP2 optimized geometries using the B3LYP hybrid
functional65–67 and the correlation-consistent double-ζ Dunning aug-cc-pVDZ basis set,68
as previously discussed.69,70 Single-point energy B3LYP calculations were performed with
the tight convergence criteria producing the target QM ESP maps. QM calculations on
complexes between the model compounds and the rare gas atoms were performed at the
MP3/6-311++G(3d,3p) level.53

Empirical force field calculations were performed with the program CHARMM.45,71 The
SWM4-NDP water model72 was used in all calculations involving water. The functional
form of the potential energy function from the pairwise additive CHARMM all-atom force
field45 was used with polarizability introduced using the classical Drude oscillator model
with some modification. In the classical Drude oscillator model the polarizability is
introduced by attaching a massless charged particle to each polarizable atom (i.e., only non-
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hydrogen atoms in the present model) via a harmonic spring with the force constant kD. The
magnitudes of the Drude charges, qD, can be unambiguously determined from the atomic
polarizabilities using the relationship α=qD2/kD. The sign of the charges on Drude particles
qD, in principle, has minimal impact due to the point dipole approximation; qD is chosen to
be negative by analogy with the electron charge.69 The charge on the atomic core of a
polarizable atom, qc, is the partial atomic charges minus qD, such that each atom-Drude pair
forms a dipole qD·d, where d is the displacement vector going the atomic center to its Drude
particle. Thus, the electrostatic energy term in the additive potential energy function is
supplemented to include interactions between atomic cores and the Drude particles, and the
self-energy of the polarizable atoms is calculated using the harmonic term 1/2kD·d2, which
is also included in the potential energy function.69 Recently, the CHARMM Drude model
was extended to include anistoropic atomic polarizability along with the inclusion of lone
pairs on selected atoms, typically hydrogen bond acceptors.70

In the polarizable model electrostatic interactions between covalently bonded atoms and
atoms at the termini of valence angles (i.e., 1–2 and 1–3 pairs, respectively) are excluded, as
common in additive force fields. However, the electrostatic term is modified to allow 1–2
and 1–3 screened dipole-dipole interactions, as suggested by Thole.73,74 The screening is
implemented through smearing of the charges associated with the dipole moments on the
Drude particle and the real atom using a Slater distribution, from which the electrostatic
interactions between the 1,2 and 1,3 atomic pairs are calculated. The Thole model has been
extended by including atom-atom specific Thole scale factors, the terms describing the
extent of charge smearing, 74,75 this extension is applied in the present study.

Partial atomic charges and atomic polarizabilities for the Drude polarizable force field for
the aromatic compounds were determined from restrained fitting to QM response ESP maps,
as per previous protocol.69 Briefly, the ESP grid points were located on concentric non
intersecting Connolly surfaces around the molecules. To determine both atomic
polarizabilities and partial atomic charges from the single fitting procedure, a series of
perturbed ESP maps was generated, representing the electronic response of the molecule in
the presence of a background point charge of magnitude +0.5e placed on Connolly surfaces
along chemical bonds and in the gaps between the initial perturbation charges to achieve
nearly equidistant coverage of the molecular shape. Five alternating Connolly surfaces of
perturbation charges and grid points were generated with size factors 2.2 (charges), 3.0
(grid), 4.0 (charges), 5.0 (grid), and 6.0 (charges), where the size factor multiplied by the
vdW radius of the corresponding atom determines its distance from the corresponding
surface. Fitting was performed using parabolic restraints to the initial values of both the
charges and polarizabilities with a weighting factor of 10−5 Å−2. Additionally, a flat well
potential with a half-width of 0.1 e was used for atomic polarizabilities. (The penalty is
applied directly on the charges of the Drude particles.) Fitting to the same charge and
polarizability values was imposed for chemically equivalent atoms.

Molecular dynamics (MD) simulations were performed in the isothermal, isobaric ensemble
(NPT) at 1 ATM pressure using the new velocity Verlet integrator76 implemented in
CHARMM. The integrater was extended to include a number of crystal lattice types as part
of the present work. Details of the extension are presented in the appendix. A Nose-Hoover
thermostat with a relaxation time of 0.1 ps was applied to all real atoms to control the global
temperature of the system. A modified Andersen-Hoover barostat with a relaxation time of
0.1 ps was used to maintain the system at constant pressure. All simulations were performed
by at 298.2 K unless noted. Condensed-phase MD simulations were performed using
periodic boundary conditions and SHAKE to constrain covalent bonds involving hydrogens.
77 Electrostatic interactions were treated using particle-mesh Ewald (PME) summation78
with a coupling parameter 0.34 and a 6th order spline for mesh interpolation. Nonbond pair
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lists were maintained out to 16 Å, and a real space cutoff of 12 Å was used for the
electrostatic and Lennard-Jones terms. Long-range contributions to the van der Waals terms
were corrected for as previously described.79,80 The extended Lagrangian double-
thermostat formalism76 was used in all polarizable MD simulations where a mass of 0.4
amu was transferred from real atoms to the corresponding Drude particles. The amplitude of
their oscillation was controlled with a separate low-temperature thermostat (at T = 1.0 K) to
ensure that their time course approximates the SCF regimen.76 All simulations using the
extended Lagrangian formalism were performed with 1.0 fs time step and force constant of
500 kcal/(mol•Å2) on the Drude particles.

All simulations of the neat fluids were performed with cubic periodic boxes containing 128
molecules. These simulations were used for calculation of densities, enthalpies of
vaporization, self-diffusion coefficient, isothermal compressibilities, specific heat capacities
and the dielectric constants. Boxes of 1000 molecules were used to study the structure and
dynamics of the pure liquids in order to recover the full layered structure of the liquids as
required for analysis of radial or spatial distribution functions. Simulations in the aqueous
phase were performed in cubic boxes containing 128 water molecules with one solute
molecule. This was used, for example, in the computational determinations of the free
energies of hydration and in the analysis of hydration through the use of radial or spatial
distribution functions. The total length and the number of simulations used in the
parametrization work varied according to the observable being simulated and the stage of
the parameterization work. During the optimization stages, in particular during optimization
of LJ parameters using neat liquid simulations, a high rate of turnover was required in order
to probe many combinations of LJ parameters. In this case simulations to compute
enthalpies of vaporization were performed with total lengths of 600 ps, of which the final
300 ps were used for analysis. Free energies of hydration were carried out initially with runs
of 20 ps for equilibration and 80 ps for analysis in each simulation window. Final validation
of the developed parameters made use of longer simulation times, as follows; (a) densities,
enthalpies of vaporization, isothermal compressibilities, specific heat capacities and the
dielectric constants were obtained from simulations of 5 ns of which the last 4 ns were taken
for analysis. Each system was run multiple times (n = 8) using different random number
seeds to assign the initial velocities and the results from the individual simulations used for
statistical analysis. Coordinates sets from the trajectories were saved every 0.1 ps in the case
of the dielectric constants and every 0.5 ps otherwise when required; (b) simulations in each
window for the computation of the final free energies of solvation were run for a total of 130
ps with the first 30 ps used for equilibration and the final 100 ps for the production run.

Heats of vaporization, ΔHvap, were determined following the protocol previously described.
59 The values were corrected for the different volumes between the liquid and gas phases by
the term RT.81 Crystal calculations were performed for all compounds and variations of the
cell parameters were used to verify the quality of the parameters. Heats of sublimation were
also calculated for molecules that exist in crystalline form at 298 K. Crystal calculations
were prepared by obtaining the coordinates for the asymmetric units from the CSD
database82 for all compounds except indole. The unit cells were then prepared for all
compounds following which supercells were were generated by replicating the primitive unit
cells twice along all vectors (2×2×2). Indole was a special case since the structure is
disordered and coordinates were extracted from the original paper.83 Images were generated
based on transformation for the experimental lattices. Lennard-Jones (LJ) interactions were
treated with force vswitch smoothing84 applied between 24 and 26 Å. Nonbonded pair lists
were maintained out to 30 Å and long range corrections80 were applied. Electrostatics were
treated using the Particle-Mesh-Ewald method78 with a coefficient of 0.34 Å and a sixth-
order interpolation spline. After crystal generation the protocol consisted of an initial
minimization of the systems, including lattice parameters, for 200 adopted-basis Newton-
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Raphson steps. This was followed by 300 ps of molecular dynamics. The last 200 ps were
considered as the production run and used for analysis.

Free energies of hydration were computed through the free energy perturbation85 (FEP)
protocol of Deng and Roux.86 The solvation free energies were computed as a sum of the
electrostatic, dispersive, and repulsive contributions and each term was obtained as a
difference in the free energy of the solute in water and in a vacuum. The weighted histogram
analysis method (WHAM)87 was used to obtain the repulsive contribution and
thermodynamic integration (TI) was used to compute the dispersive and electrostatic
contributions.

Methods used for the calculation of the various properties presented in the Results and
Discussion had been presented in detail in a previous study.59

Results and Discussion
Optimization steps and validation of the force field

Optimization of the parameters for the different model compounds (Figure 1) targeted both
QM and experimental data. Internal parameters, including the bond, valence angle, dihedral
angle and improper dihedral terms, were optimized to reproduce experimental82,88–91 and
QM geometries and vibrational spectra from QM and experimental IR and RAMAN
experiments. Partial atomic charges and atomic polarizabilities were determined sequentially
from fittings to perturbed QM ESP maps followed by a refinement step where charges were
manually adjusted to reproduce QM or, when available, experimental dipole and quadrupole
moments. LJ parameters were based on the interactions with rare gases, reproduction of
experimental densities and enthalpies of vaporization and free energies of hydration at room
temperature when data are available for the liquid phase at that temperature and 1 atm
(pyridine, pyrimidine, pyrrole). Alternatively, when data is available for the substances in
the solid phase at room temperature and 1 atm, the LJ parameters were optimized to
reproduce experimental enthalpies of sublimation and crystal lattice parameters and free
energies of hydration at room temperature, as in the case of imidazole, indole and purine. As
generally done in the CHARMM force fields, optimization was performed in an iterative
manner as required due to the interdependence of the different terms in the energy function.
53,64,92

To assure that the optimized parameters are transferable to analogs of the targeted model
compounds a hierarchical and iterative optimization procedure was applied. For the
compounds with 5-membered rings, this involved initial optimization of the parameters
based on imidazole followed by application of those parameters to pyrrole. For example the
NH and the adjacent carbons LJ parameters from imidazole were applied to pyrrole. The
parameters were then applied to calculations of pyrrole and adjustments made if required.
This was continued until satisfactory agreement with the target data was obtained for both
model compounds. Similarly, for the 6-membered rings, optimization was initially based on
pyridine, with initial parameters for the aromatic carbons and hydrogens not adjacent to the
nitrogen atom transferred from benzene.59 This was followed by application of the resulting
parameters to pyrimidine with iterative optimization. Finally, the appropriate benzene, 5-
membered ring heteroaromatic and 6-membered ring heteroaromatic parameters were then
applied to purine and indole.

An important aspect of force field development in CHARMM is validation of the newly
developed parameters. For compounds that exist in the liquid phase at room temperature and
1 atm of pressure, additional thermodynamic and transport properties were calculated. These
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included densities and heats of vaporization as a function of temperature, the isothermal
compressibility, specific heat capacity and the dielectric constants.

Determination of the electrostatic parameters
Electrostatic parameter determination, (i.e. the partial atomic charges, atomic polarizabilities
and the atom-atom Thole scale factors), is the first step in the parametrization protocol of the
Drude polarizable force field. For molecules of C2v symmetry coordinate systems were
chosen to keep the molecule in the xy-plane and the positive x-axis along the 2-fold rotation
axis. This choice corresponds to a principal axis system that diagonalizes the polarizability
tensor. For compounds with Cs symmetry, only the z-axis is a principal axis. Thus, this
coordinate system leads to block diagonal quadrupole moment and polarizability tensors, the
2×2 blocks for the in-plane (x,y) and the 1×1 blocks for the out of plane z components.
Initial values of the partial atomic charges and polarizabilities were taken from the C22
additive all-atom force field44 and from adjusted Miller’s atomic hybrid polarizabilities
(ahp) values, respectively.69,93 The fitted values of atomic polarizabilities were scaled to
reflect the reduced polarization expected for the condensed media. In this work
polarizabilities were scaled by 0.85. This value is intermediate between the full gas phase
polarizability and the 0.7 scaling of the Drude polarizable water model94 and was selected
based on reproduction of the dielectric constants of pyridine and pyrrole (see below).
Manual optimization of the partial atomic charges was then performed based on
reproduction of the QM and experimental95 dipole (μ) and quadrupole moments, θ (Table
1). The dipole moments of the C2v molecules coincide with the 2-fold rotation axis but in
case of species with Cs symmetry (imidazole, indole and purine) the dipole lies on the
molecular plane, with its orientation indicated by φ, the angle between the dipole vector and
one of the inertial axis of the molecular plane. Components of the quadrupole moment
tensor are also indicated. For compounds of C2v symmetry the quadrupole moment tensor is
purely diagonal whereas for Cs molecules it has a 2×2 block component with non-zero θxy
(and also θyx) elements. The agreement between the calculated and reference data is
excellent (Table 1). This emphasizes the importance of polarization in the model. Contrary
to the requirement of additive force fields to have enhanced gas-phase dipole moments to be
able to reproduce condensed phase properties accurately, the Drude polarizable model is
able to simultaneously reproduce the gas phase dipole and quadrupole moments and
condensed phase properties (see below). Thus, the polarizable model is able to capture the
response from the environment in condensed phase (liquid or solid).

Dielectric constants are extremely important not only from the macroscopic point of view,
because of their role in determining the solubility properties of the substances, but also at the
atomic level. The charge redistribution occurring when a particle is subjected to an electric
field is determined largely by the polarizability. The new charge distribution can be written
in terms of electric multipole moments, the lowest-order moment of a neutral molecule
being the dipole moment M. In a uniform electric field E the dipole moment the particle is
written as

(4)

Where the term M0 represents the permanent dipole moment. The polarizability α is a
Cartesian tensor that characterizes the lowest-order induced dipole moment in the atom or
molecule. Among the physical quantities that depend on the polarizabilities is the dielectric
constant. Thus, reproduction of experimental dielectric constants is important not only as
another property the polarizable force field is able to reproduce, but mainly because it has a
direct relation to the atomic properties of the compounds. During the development of the
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Drude polarizable model for water it was observed that use of the gas phase polarizability of
water led to the dielectric constant being systematically too large.94 Based on this
overestimation the polarizability was included as a parameter and optimized as part of the
model, leading to determination of a scale factor of approximately 0.7 for the water model.
72,94 The need for such scaling was initially suggested to be due to Pauli exclusion in the
condensed phase, effectively damping the polarization response, although more recently QM
calculations have shown that the scaling may actually be compensating for inhomogeneties
in the electric field in the excluded volume of water96 or, in the case of lipid analogs, due to
“charge stabilization” due to interactions with surrounding water molecules.97 Accordingly
in subsequent parameter optimization studies in our laboratory the polarizability was treated
as a fit parameter, with the target data being the dielectric constant of the pure solvent. This
procedure was applied in the present study to determine the appropriate scaling factor for the
N-containing heterocycles.

A useful expression to calculate the static dielectric constant ε in terms of properties of the
fluid accessible from molecular simulations with periodic boundary conditions is

(5)

where ε is calculated from the dipole moment fluctuations of the box, M is the total dipole

moment of the box ( ), <V> is the average volume of the box, andε∞ is the high-
frequency or optical dielectric constant ε∞.98 Time series of M were obtained from 8
independent simulations of 5 ns using data from the last 4 ns of each simulation and then
concatenated into one large time series, which was used for the ε calculation from eq 5. The
high-frequency optical dielectric constant ε∞ was estimated from the Clausius-Mossotti
equation, which relates ε∞ to the molecular polarizability: 94,99

(6)

Comparison of calculated and experimental dielectric constants is presented in Table 2 for
pyridine95 and pyrrole,100 the two compounds for which experimental dielectric constants
are available. Using the full polarizabilities leads to the dielectric constants being
significantly overestimated for pyrrole. A number of scale factors were then tried from
which 0.85 was selected for the final model. For consistency this value was applied to
pyridine as well as the rest of the N-containing heterocycles. As is evident the agreement of
the Drude model with experiment is very good. In the case of pyrrole, ε is slightly
overestimated while the value for pyridine lies between the reported experimental values.

Polarizabilities of all the model compounds were computed and compared to QM values. It
is useful to report quantities that are invariant to coordinate choices, and three quantities are
reported. One is the mean polarizability, given by the trace of the polarization tensor:

(1)
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in which a1=azz ≤ a2 ≤ a3 are the eigenvalues or principal values of the polarization tensor.
A measure of the polarizability anisotropy is the difference between the in-plane and out-of-
plane components given by

(2)

Another invariant quantity that is related to the Kerr effect is given by

(3)

Comparison of ab initio reference values, equivalent quantities calculated with the
polarizable Drude model and experimental values is presented in Table 3. Overall, the
discrepancies between the polarizable Drude model and the ab initio values is small,
evidencing the ability of the polarizable model to reproduce subtle aspects of the
electrostatic behavior of the molecules under study. Scaling of the polarizabilities decreases
the magnitude of the components of the polarizability tensors, but leaves the relative
magnitudes of the derived quantities mostly unchanged. Experimental polarizabilites for
pyrrole and imidazole were reported by LeFèvre et al.101 at a wavelength of 5893 Å based
on measurements of depolarization ratios, refraction and dielectric polarization in a carbon
tetrachloride solvent. Calder et al102 determined polarizabilities from the Kerr effect for
pyrrole and imidazole. Their anisotropy values are less accurate though, due to their choice
of the coordinate axis. In both cases, there is a good agreement to the Drude computed
values.

The anisotropy of the polarization of the nitrogen atoms was adjusted to reproduce the QM
polarization response along arcs surrounding those atoms. QM ESP maps were calculated at
B3LYP/aug-cc-pVDZ level on MP2 optimized geometries, as previously described.69,70
The resulting anisotropies satisfactorily reproduced the QM data as a function of orientation
as shown in Figure 2. Validation of those anisotropies was performed by computation of in-
plane and out-of-plane interaction energies of the 5 and 6-membered ring model compounds
with a sodium cation. Sodium cations were placed 4 Å from the nitrogen and neighboring
carbon atoms of pyridine, pyrimidine and imidazole. This distance was selected as it was
found that no significant charge transfer occurs based on analysis of Mulliken populations.
For the nitrogen atoms two geometries were considered: along the lone pair and
perpendicular to the molecular plane. The individual interaction energies are presented in
Table 4, and the corresponding geometries are shown in Figure S1 of the supporting
information. RMS variations in the interaction energy differences with respect to the QM
values were 0.11, 0.30 and 0.44 for pyridine, pyrimidine and imidazole. The relative orders
of the interaction energies are correct around the nitrogens as well as the neighboring carbon
atoms. It should be emphasized that the interaction energies with sodium were not used in
fitting the electrostatic parameters, but only to test the newly developed parameters.

Optimization of Internal Parameters
Optimization of the internal parameters was done by reproducing target data on the
geometry and vibrational spectra of pyridine, pyrimidine, pyrrole and imidazole. Internal
parameters for purine and indole were transferred from the constituent fragments (benzene,
59 pyrimidine, pyrrole and imidazole) and complemented with specific terms for the unique
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connectivities and atom types at the intersections of the 5- and 6-membered rings. Target
data for the geometries included the optimized structure of the compounds at the
MP2/6-31G(d) level along with a survey of the Cambridge Structural Database (CSD)82 and
gas phase geometries from microwave spectroscopy88,90 or electron diffraction.89 RMS
differences of the bonds and angles with respect to the target data are shown in Table 5. The
absolute values of all bond distances and angles are shown in Table S1 of the Supporting
Information. Specific bonds and angles are identified following the numbering of Figure 1.
The agreement between calculated and the target values is excellent. The larger RMS
differences occur for imidazole and are 0.011 Å for distances and 0.91° for angles, which is
well within the targeted differences of 0.02 Å for bonds and 2° for angles that is commonly
used for the CHARMM force fields.

Force constants were primarily optimized to reproduce experimental and QM vibrational
spectra. Emphasis was placed on the magnitude of the frequencies along with the
reproduction of the assignments based on the potential energy distributions determined via
the MOLVIB module in CHARMM. In addition, for the bicyclic molecules potential energy
surfaces were calculated for the out-of-plane butterfly modes, with the QM and empirical
results shown on Figure 3. The quality of the level agreement for these energy surfaces
along with the level of agreement for the lowest frequency modes indicates that the
empirical model will correctly treat out-of-plane distortions of the ring systems that occur in
MD simulations. All vibrational frequencies and assignments for the model compounds are
shown in Table S2 of the supporting information. The final internal parameters developed in
this work are shown in Table S6.

Optimization of Lennard-Jones Parameters
LJ parameters were optimized iteratively based on a procedure described in detail in ref 53.
It involves two steps: the relative and absolute optimizations. The relative procedure, aimed
at yielding parameters in which the relative values of the LJ parameters for different atom
types (e.g., different nitrogens, carbons and hydrogens in the aromatic ring of purine) were
able to reproduce relative QM minimum interaction energies and geometries for different
rare gas to model compound interactions, was initially applied. Target data for this
optimization includes RMS fluctuations about average differences or ratios between the QM
and empirical models for selected interaction orientations between He or Ne and the model
compounds. The second aspect, the absolute optimization procedure is included to ensure
that the values of the LJ parameters yield condensed-phase properties, such as enthalpies of
vaporization or sublimation, in good agreement with experiment. The newly developed
parameters were then validated by comparing computed and experimental thermodynamic
and transport properties at different temperatures. Thermodynamic properties included
enthalpies of vaporization, free energies of solvation, isothermal compressibilities and heat
capacities at constant pressure.

The relative LJ optimization step, based on interactions with rare gases allows the resulting
empirical interactions to be systematically offset from the QM values while reproducing the
relative values of the QM target data for different interaction orientations. For example, in
an ideal case all minimum interaction distances may be offset by 0.1 Å such that the RMS
fluctuation of the average distance over all interaction orientations is zero, with the resulting
parameters simultaneously yielding the correct density and heat of vaporization of the pure
solvent. Presented in Table 6 are the RMS fluctuations about the average differences and
ratios between the QM and empirical models for the interactions with the rare gases. Data
are based on the interaction orientations shown in Figure S2. In Table S3 of the Supporting
Information absolute values for the individual interactions are presented. Only results with
scaled polarizabilities are shown since RMS fluctuations of both the ratios and differences of
the rare gas interactions were similar for both the polarizable models. Such a small change is
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expected given that the use of rare gas atoms is designed to primarily probe repulsion/
dispersion interactions. The same trend was observed previously.59 Analysis of the
individual interactions reveals that the main contributors that increase the RMS fluctuations
are associated with interactions with hydrogen atoms. Ideally these interactions would
require larger values of Rmin but reproduction of QM data for interactions of water and the
model compounds required significantly lower values of Rmin and thus a compromise was
made. This compromise is largely associated with the spherical representation of atoms by
the LJ function used to describe the vdW interactions in the force field.

Energies and geometries for the interaction of several model compound homodimers were
also incorporated in the optimization of the LJ parameters. Reference data for this work was
taken from QM calculations. Geometries were obtained from constrained geometry
optimizations at the MP2/6-31g(d) level and energies from single point calculations at the
RIMP2 level103,104,105 with the cc-pVQZ basis set.68,106,107 This level of the theory is
computationally accessible yet provides accurate geometries and energies, in particular for
the complexes considered in this work that involve in-plane hydrogen bonds of the type
N···H-X(X=C, N. Basis set superposition error (BSSE) corrections were included following
the scheme of Boys and Bernardi.108 Three dimers of pyridine, five of pyrimidine and three
of imidazole were considered and the results are shown on Table 7. Their respective
geometries are shown in Figure S3 of the Supplementary Information.

Compared to the QM results, with the newly developed parameter set minimum interaction
distances are in good agreement for pyridine and pyrimidine while with imidazole the
distance are too long for in-plane geometries (orientations 1 and 2) and too short for the
directional hydrogen bond type of interaction. With the interaction energies, the empirical
values are systematically less favorable than the QM target data. This trend is smaller for the
hydrogen bond types of interactions, even between nonpolar C-H donors and nitrogen
acceptors while the stacking types of interactions are significantly less favorable than the
QM data. These differences to some extent may be due to limitations in the QM data,
including the treatment of electron correlation and BSSE. For example studies have shown
that more rigorous treatment of electron correlation leads to stacking interactions becoming
less favorable (see following paragraph) In addition, inherent limitations in the potential
energy function, in particular the treatment of the dispersive and repulsive terms also are
expected to limit the extent of agreement between the QM and empirical models.

The study of nonbonded interactions by QM ab initio methods is an active area of research.
However, only few studies comparing the behavior of different theoretical approaches to
calculate nonbonded interactions exist. An early study by Rappé and Bernstein109
compared various small dimers (methane dimer, ammonia dimer, water dimer, H2O•NH3,
CH4•(NH3) and (FHF)− at different computational approximations: Hartree-Fock, density
functional theory (B3LYP), Moller-Plesset perturbation theory (MP2, LMP2, MP3, MP4D,
MP4QD) and coupled-cluster (CCSD and CCSD(T)) with various basis sets (6-31G and cc-
pVXZ, X=D, T, Q,5). The results show that the interaction energies become more favorable
with increasingly larger basis sets and higher levels of the theory. This study did not take in
account the effect of the different computational approaches on the equilibrium separations
of the monomers. A number of studies have addressed the impact of basis set, including
extrapolations to a complete basis set (CBS) and the inclusion of electron correlation via
couple cluster methods (eg. CCSD(T)).110–112 These studies have focused on hydrogen
bonded and dispersion bound complexes. Increasing the size of the basis set led, typically, to
a decrease in the interaction energies, with the inclusion of higher level correlation treatment
having the largest impact on stacking types of interactions. One drawback of these studies is
that geometries were usually taken from calculations at the MP2 level. To our knowledge no
systematic study has been performed on the influence of the basis set and level of theory on
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both the energetics and geometry of the interactions. A recent trend is the inclusion of
corrections to DFT methods to treat dispersion interactions.21,23 In a related work, Sherrill
and co-workers113,114 have studied benzene dimers at different levels of theory and using
different theoretical approaches. Their results include effects on the intermolecular
separation and indicate that interaction energies are less favorable and separations are longer
at the highest level of the theory (CCSD(T)/aug-cc-pVQZ). Assuming that these results also
apply to the heteroaromatic dimers, it seems that reproduction of condensed phase properties
in the optimization protocol is driving CHARMM results in the correct direction.

Absolute values of the LJ parameters are dominated by the reproduction of condensed phase
properties. Heats of vaporization and molecular volumes for the final empirical models of
pyridine*, pyrimidine and pyrrole are shown in Table 8. For all compounds the Drude model
reproduces the experimental target data within 2% of the experimental value, our targeted
limit. The only significant discrepancy may occur with the molecular volume of pyrimidine;
however, the ambiguity of the experimental data100,116 disallows a more detailed
comparison. For the final model, parameters for carbon atoms and their covalently bound
hydrogens not adjacent to nitrogen were transferred directly from benzene. Transferability
of parameters is a key aspect of a force field and the current combination of LJ and internal
parameters yield satisfactory condensed phase properties when applied to all compounds. As
will be shown below, the model also yields excellent agreement at temperatures above room
temperature, which were not considered in the optimization procedure, highlighting the
quality of the Drude polarizable model and the developed parameter set.

Optimization of LJ parameters (Table S7) also relied on experimental data on crystals of
imidazole, indole and purine. For these molecules optimization of the absolute values of the
LJ parameters was based on reproduction of the cell parameters and of heats of sublimation
from crystal simulations. All crystal simulations were performed with the native lattice
types.

The crystal structure of purine required special treatment. In the experimental crystal117
hydrogen is attached to N(7) (tautomer 7H) instead of N(9) (tautomer 9H) as occurs in
nucleic acid bases. This required generation of an additional set of charges and
polarizabilities since the same LJ and internal parameters may be applied to both tautomers.
Purine molecules pack on top of each other as a result of the stabilization offered by the π–π
stacking interactions and form chains due to strong N-H• • •N hydrogen bonds.

The most recent crystal structures of imidazole are from 1977 and 1979.118,119 Imidazole
crystallizes in the monoclinic space group P21/c with four molecules per unit cell and
structures were determined at the temperatures −123 and 293 K (Ref. 118) and 170 K (Ref
119) The most important structural feature is the presence of a strong hydrogen bond
between N-H•••N. The H•••N distances are 1.83 Å at 293 K and 1.81 Å at −123 K.
Comparison of the lattice parameters determined at the two temperatures show no
significant difference in the lattice parameter c, which appears to be due to the similarity in
the distances of the hydrogen bonds that link the molecules in chains along c. Lattice
parameters a and b are roughly 0.2 Å longer at 293 K.

The crystal structure of indole was studied in 1975 by Roychowdhury and Basak.83 Indole
crystallizes in the orthorhombic space group Pna21 with unit cell parameters a=7.86, b=5.66
and c=14.89 Å with four molecules per unit cell. The crystal structure was found to be
disordered with indole being able to assume two alternative orientations. Orientation A was

*Experimental data at 313.2 K from Ref. 115
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assigned a weight of 0.66 and orientation B 0.33. For the present study all calculations were
performed using orientation A.

The simulation results are compared in Table 9 with the corresponding experimental data
taken from the literature as indicated. For imidazole, indole and purine, the calculated and
experimental lattice volumes exhibit deviations smaller than 2%, the largest being indole.
These deviations are similar to those obtained in this study for the compounds that exist in
the liquid phase at room temperature. In general, in the MD simulations the experimental
unit cell dimensions and angles were reproduced with deviations less than 3%, the exception
being purine. In purine the largest deviation occurs along cell vector a (+6.6% relative to the
experimental value) but that is compensated by changes in the opposite direction for b and c
(−3.0 and −3.9% respectively). Globally the newly developed force field performs very
well. It is noteworthy that all MD data presented in Table 9 (cell parameters and volume of
the cell) were obtained by direct averaging of the simulation results. Experimental enthalpies
of sublimation are accurately reproduced for imidazole and indole with differences with
respect to experiment less that 1%.

Free energies of hydration were computed for the model compounds (Table 10). In the case
of pyridine and pyrrole values for the unsubstituted compounds were used whereas for
imidazole and indole their methylated derivatives, 4-methyl-imidazole and 3-methyl-indole,
were used. Pyrimidine is a special case and to our knowledge no experimental value has
been published. However, pyrimidine is extremely important due to its central role in
nucleic acid bases. Accordingly, its free energy of hydration was estimated using several
QM methods.

Results for the free energies of hydration were obtained for two sets of parameters. Set one
is based on LJ parameters optimized to reproduce the pure solvent or crystal properties, as
described above. The second, corrected set, includes off-diagonal LJ parameters between the
heteroaromatic C or N atoms and the water oxygen; the off-diagonal LJ terms for carbons
taken directly from benzene (i.e. atom type CD2R6A) were those optimized for that
molecule. The specific off-diagonal LJ terms were implemented using the NBFIX keyword
of CHARMM. The need for the special LJ terms is seen in the systematic overestimation of
the free energies of solvation for the first set of parameters. This trend has previously been
seen with the Drude parameters for alkanes120 and alcohols75 and is due to the assumption
associated with the use of combining rules to generate the Rmin,ij and εij values for atom type
i to atom type j LJ interactions.

Reproduction of interactions directed at the hydrogen atoms calculated by QM require much
smaller LJ radii than the regular values developed from condensed phase properties and
interactions with rare gases. A compromise was reached between the two and common set of
hydrogen parameters was used in all simulations. For 5-membered molecules these
parameters were satisfactory for the free energies of hydration as the agreement between
experimental and computed values is excellent, emphasizing the ability of the newly
developed polarizable model in describing hydration. With the 6-membered compounds, the
systematic overestimation of the free energies of hydration required the development of off-
diagonal terms, with the final model yielding excellent agreement with experiment. Notably,
the use of the off-diagonal terms led to improvements in the reproduction of QM
interactions with water. Presented in Table S4 of the supporting information are the
individual interaction energies and distances of the model compounds with water and the
RMS fluctuations about the average differences and ratios between the QM and empirical
models are shown in Table S5. The corresponding geometries are shown in Figure S4.
Importantly, the use of off-diagonal terms lead to a significant improvement of the RMS
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differences and ratios of the interactions of the 6-membered compounds with water,
providing an additional physical basis for using the correction.

Force field validation
A number of additional pure solvent and crystal properties were calculated to validate the
model. These include the heat capacity and isothermal compressibilities as well as crystal
simulations for those compounds that are liquids at room temperature for which the pure
liquid properties were used as target data for the LJ optimization.

Isothermal compressibilties121,122 and heat capacities123–127 were calculated for pyridine
and pyrrole, with the results presented in Table 11. For pyridine the absolute value of the
calculated and experimental heat capacities is somewhat overestimated, a trend already
observed with the Drude polarizable model of benzene and toluene.59 For the isothermal
compressibilities the polarizable model slightly underestimates the experimental values for
both pyridine and pyrrole although the calculated values for pyridine approach the
experimental values at higher temperatures. The same trend was also observed for benzene
and toluene.59 Precision of the calculated values is higher at 298K due to the use of
additional and longer simulations to calculate the isothermal compressibility.

Further validation of the developed Drude polarizable model was obtained via crystal
simulations of pyridine, pyrimidine and pyrrole (Table 12). The crystal structure of pyridine
was determined at 153 K by Mootz and Wussow in 1981.128 There are 16 pyridine
molecules in the unit cell, the crystal system is orthorhombic with space group Pna21, a =
1.75, b = 8.97 and c = 1.14 Å. The volume of the unit cell is very well conserved by the
Drude model, with cell vectors a and b being longer than the experimental equivalents and c
smaller. The final snapshot of the simulated crystal and the corresponding experimental
coordinates are superimposed in Figure S5(a), illustrating the similarity between the two.

The crystal structure of pyrimidine was solved by Wheatley129 and several interesting
observations were made in that study: (1) work should be done at lower temperatures to
minimize the effects of thermal motion; (2) the thermal parameters indicate that there is
considerable thermal motion around the normal axis to the molecular plane and normal to
the plane of the molecule. Crystal simulations were carried out at 107 K. In the simulations
at 107 K the volume of the unit cell is reasonably well conserved although cell vectors b and
c have their magnitudes significantly reversed compared to the experimental value. Figure
S5(b) shows the similarity between the computed and experimental structures.

The crystal structure of pyrrole was solved by Goddard and co-workers.130 It crystallizes in
the Pnma space group, the crystal system is orthorhombic with a = 7.29, b = 10.29 and c =
5.07 Å. The most important interaction in the crystal is a N-···π interaction between
neighboring molecules. Crystal simulations were carried out at the experimental temperature
(103 K) and the final snapshot is shown in Figure S5(c). As is evident for this molecules as
well as pyridine and pyrimidine (Table 12), the parameters perform well in these test
systems, validating the utility of the model.

Conclusions
Presented is a polarizable model of 5 and 6-membered N-containing heteroaromatic
molecules and derived bicyclic compounds based on the classical Drude oscillator
formalism. The model was optimized to reproduce a variety of gas and condensed phase
target data. Transferability of the optimized parameters was tested via their application to
indole, methyl-indole and purine, with the required methyl parameters being transferred
from the previously published alkane force field. The quality of the resulting indoles and
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purine models in treating various condensed phase properties supports the transferability of
the parameters. Additional validation of the developed force field was performed via
calculation of additional condensed phase data, including heat capacities and isothermal
compressibilities. Significant care was taken in the optimization of the electrostatic
properties around the nitrogen atoms, including the use of anisotropic polarizabilties on
those atoms. Moreover, partial charges were optimized to reproduce values of dipole and
quadrupole moments obtained from QM methods or obtained from experiment. These
qualities along with the ability of the polarizable model in reproducing condensed phase
properties, including the experimental dielectric constant, indicate that the model will be
useful for force field based studies of a variety of heterocycles.

Supplementary Material
Refer to Web version on PubMed Central for supplementary material.
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Figure 1.
Model compounds including atom numbering.
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Figure 2.
Polarization response as a function of orientation (left) on selected sites (red spheres).
Perturbation ion positions are represented by red spheres
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Figure 3.
Potential energy surfaces of the out-of-plane butterfly motions of the bicyclic model
compounds.
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Table 2

Comparison of experimental and calculated dielectric constant of liquid pyridine and pyrrole.

Dielectric constant (D)

pyridine pyrrole

Exptl. 13.26a

12.30b
8a(293K)

Drude, 1.0 scaling 12.51±0.33 9.63±0.28

Drude, 0.85 scaling 12.49±0.25 8.14±0.36

a
Experimental dielectric constants from Ref. 95 at 293K.

b
Experimental dielectric constants from Ref. 100 at 298K.
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Table 4

Interaction energies of a sodium cation with the models compounds as a function of orientation.

Drude ab initio Difference

Energy (kcal mol−1) Energy (kcal mol−1) Energy (kcal mol−1)

Pyridine

NZ in −10.45 −12.30 1.85

NZ out −6.62 −8.24 1.62

CG −5.38 −7.12 1.74

CE1 −3.61 −5.17 1.57

Pyrimidine

N1 in −7.89 −9.51 1.62

N2 out −4.36 −5.32 0.96

C2 −4.49 −5.54 1.05

C4 −2.77 −3.61 0.84

Imidazole

NE2 in −12.97 −14.97 2.00

NE2 out −8.91 −9.75 0.84

CG −4.77 −5.75 0.98

CD2 −5.70 −6.64 0.94

ND1 −3.15 −4.02 0.87

CE1 −7.81 −8.75 0.84

See Figure S1 of the supporting information for images of the sodium-model compound orientations.
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Table 5

RMS differences between the empirical and target data for the intramolecular bond lengths (Å) and valence
angles (degrees).

Geometrical data

RMS Pyridine Pyrimidine Pyrrole Imidazole

Distances 0.002 0.004 0.010 0.011

Angles 0.228 0.272 0.603 0.912
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Table 6

RMS fluctuations about the average differences and ratios between the QM and CHARMM minimum
interaction energies and distances for interactions with rare gases.*

Rmin (Å) Emin (kcal/mol)

Complex Difference Ratio Difference Ratio

Pyridine/He 0.1882 0.0686 0.0143 0.1122

Pyridine/Ne 0.1580 0.0595 0.0289 0.0720

Pyrimidine/He 0.1100 0.0415 0.0197 0.1220

Pyrimidine/Ne 0.1397 0.0522 0.0329 0.0704

Imidazole/He 0.0657 0.0228 0.0218 0.1670

Imidazole/Ne 0.0149 0.0083 0.0405 0.0933

Pyrrole/He 0.1042 0.0376 0.0195 0.2313

Pyrrole/Ne 0.0172 0.0166 0.0604 0.1178

*
RMS fluctuations were calculated as in Yin and MacKerell.53
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Table 11

Comparison of experimental and calculated heat capacities and isothermal compressibilities of liquid pyridine
and pyrrole.

Isothermal Compressibilities (GPa−1)

Temperature (K) Drude Exp.

Pyridinea 293.2 0.515±0.066 0.649*
0.673
0.682

298.2 0.613±0.034 0.670*
0.700
0.704
0.706

303.2 0.606±0.105 0.692*
0.720
0.726

308.2 0.704±0.234 0.714*
0.748

Pyrroleb 298.2 0.558±0.046 0.652 (293K)

Heat capacity (cal mol−1 K−1)

Drude Exp.

Pyridine 37.39 31.73123–126

Pyrrole 30.53127

a
Experimental values from Ref. 121.

b
Experimental values from Ref. 122.

*
From fitting equation. Values from Ref. 121.
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