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ABSTRACT The association reaction between pairs of proteins proceeds through an encounter complex that develops into the
final complex. Here, we combined Brownian dynamics simulations with experimental studies to analyze the structures of the
encounter complexes along the association reaction between TEM1-b-lactamase and its inhibitor, b-lactamase-inhibitor protein.
The encounter complex can be considered as an ensemble of short-lived low free-energy states that are stabilized primarily by
electrostatic forces and desolvation. For the wild-type, the simulation showed two main encounter regions located outside the
physical binding site. One of these regions was located near the experimentally determined transition state. To validate whether
these encounters are fruitful or futile, we examined three groups of mutations that altered the encounter. The first group consisted
of mutations that increased the experimental rate of association through electrostatic optimization. This resulted in an increase in
the size of the encounter region located near the experimentally determined transition state, as well as a decrease in the energy
of this region and an increase in the number of successful trajectories (i.e., encounters that develop into complex). A second
group of mutations was specifically designed to either increase or decrease the size and energy of the second encounter
complex, but either way it did not affect kon. A third group of mutations consisted of residues that increased kon without signifi-
cantly affecting the encounter complexes. These results indicate that the size and energy of the encounter regions are only two of
several parameters that lead to fruitful association, and that electrostatic optimization is a major driving force in fast association.
doi: 10.1016/j.bpj.2009.02.054
INTRODUCTION

The question of how proteins associate quickly and specifi-

cally is of great interest. The first step along the association

reaction is a random collision between the proteins, a process

that is solely dictated by diffusion. In a small fraction of

cases, the collision leads to the formation of an encounter

complex, which may further develop into the final complex

(1–3). The encounter complex can be considered as an

ensemble of configurations. These configurations are an

ensemble of low free-energy states that are stabilized mainly

by electrostatic forces and desolvation, and destabilized by

unfavorable entropy. Short-range specific interactions are

less important at this stage, as their magnitude over larger

distances is minute, and they mainly stabilize the final

complex (4–9). The encounter complex is an assemble of

states with lower energy compared to other species during

the association reaction (excluding the final complex). This

allows the proteins a longer time for local diffusion, which

is required for proper alignment and structural reorganiza-

tion, during the formation of the complex. The encounter

complex is restricted to specific regions and thus can be

distinguished from a diffusive entrapment effect. This effect

results from geometric constraints and is not specific to

certain surfaces, as it is due to considerable rotational reor-

ientation of the proteins while they are trapped in the vicinity

of each other and undergoing multiple collisions (10). Still, it

is important to note that reaching the encounter complex
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does not ensure binding. On the contrary, in most cases the

encounter complex is futile and does not lead to association

(2,9,11,12). Experimental studies of the binding kinetics

(2,12), as well as paramagnetic relaxation enhancement

(PRE) NMR studies (13–18), confirmed the existence of the

encounter complex for protein-protein association. Computer

simulations broadened the concept of the encounter complex

and enabled its detailed characterization (6,19,20). A

frequently used computational tool for this purpose is Brow-

nian dynamics (BD) simulation.

BD is based on the Brownian motion theory, which

describes the dynamic behavior of particles immersed in

a solution. These particles are subjected to stochastic colli-

sions with the solvent molecules (which are smaller in

both size and mass) and to the viscous drag effects of the

water molecules. This leads to the seemingly random motion

of the particles, or Brownian motion. When applying

equations that describe the motility of the particles in BD

simulations, one can describe their movements (21,22).

The classical use of BD is for kon calculations, which are

generally in a good agreement with the experimental rates

(23,24). More recent developments include the use of BD

for protein-protein docking (25), protein adsorption to a solid

surface, ion channel permeation studies, and enzyme design

(22). Spaar and colleagues (26,27) used the trajectories

generated during BD simulations to analyze the free-energy

landscape of the encounter complex. This was done by

modeling the occupancy map. Because the number of the

trajectories was very high, they were able to interpret the

occupancy maps using probability distribution, from which
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the entropy landscape was calculated. Additionally, the elec-

trostatic and the charge desolvation energies were docu-

mented throughout the simulations. These are important

parameters along the association reaction and for dictating

the stability of the encounter complex (2,5,6,8,28–32).

Finally, they obtained the free-energy landscape by summing

the energy and entropy contributions as follows (26):

DG ¼ DEel þ DEds � TDS; (1)

where DG is the free energy, DEel is the electrostatic interac-

tion energy, DEds is the charge desolvation energy, T is the

temperature, and DS is the entropy. From the free-energy

landscape one can compute the encounter complex region

(the minimum in the free-energy landscape) and the optimal

association pathways.

With the use of these tools, two encounter complex

regions were mapped along the association reaction of bar-

nase and barstar: one adjacent to the interface and the other

next to the RNA-binding loop (26,27). Analysis of the

effect of the mutations on the encounter complex showed

that a single mutation could considerably alter the free-

energy landscape and change the population of the two

minima (i.e., the two regions of the encounter complex).

As expected for a charged protein-pair like barnase-barstar,

the free-energy landscape was also affected by ionic

strength (33).

Here, we applied the same approach detailed above on the

interaction between TEM1-b-lactamase (TEM1) and its

inhibitor, b-lactamase-inhibitor protein (BLIP), and vali-

dated the results. Both the unbound and bound structures

of this complex were experimentally determined (34). Elec-

trostatic steering has only a marginal role in this association

reaction (35), resulting in an association rate of 2.6 �
105 M�1s�1, a dissociation rate of 2 � 10�4 s�1, and affinity

in the nanomol range. Faster-binding TEM1-BLIP mutants

were designed using the software PARE (Protein Association

Rate Enhancement), with kon being increased by over 2

orders of magnitude (11). Mapping the transition state of

association of TEM1-BLIP using double-mutant cycles has

shown it to be diffuse for wild-type (WT) proteins but

specific for electrostatically optimized mutants (31). A

diffuse transition state was also found for the interferon-

receptor interaction, whereas barnase-barstar had a specific

transition state (31).

In this study, we determine the free-energy landscape of

the encounter complex using BD simulations and compare

it with experimental results. Furthermore, we distinguish

between fruitful and futile encounters and show that mutants

that act on the encounter region near the binding site influ-

ence the association rate, whereas modifying the encounter

region far away from the interface does not. This indicates

that it is not the size or energy of the encounter regions

that is important in determining the reaction rate, but rather

whether the encounters can lead to fruitful association.
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MATERIALS AND METHODS

PDB structures

The coordinates of the structure of the TEM1-BLIP complex are from PDB

code 1JTG (34). The mutant structures (TEM1 mutant WK and BLIP

mutants D163K, BLIPþ4, BLIPþ6, K8A, K8E, and D23R,E28R) were

created using Swiss-PDB-Viewer (36). Modeling with Rossetta (37) gave

similar results (average root mean-square deviation of 0.32 Å between the

models).

Pretreatment of the proteins for BD calculations

For the electrostatic potential calculations, the PDB files were converted to

PQR files (where the occupancy and B-factor columns were replaced by per-

atom charge and radius) using PDB2PQR (38). Hydrogen atoms were added

and their position was optimized by energy minimization using CHARMM.

Partial charges and atomic radii were assigned using CHARMM at pH 7.2.

Solutions of the nonlinear Poisson-Boltzmann equation were computed for

each protein using the Adaptive Poisson-Boltzmann Solver (APBS) (39). A

grid with dimensions of 129� 129� 129 nodes and 1.0 Å spacing, centered

on each examined protein, was used. The dielectric constant was set to 78.0

and 2.0 for the solvent and proteins, respectively. The temperature was set to

298.15� K. For each protein the electrostatic potential was calculated at

ionic strength of (5, 150, and 300 mM). The APBS grids were converted

to UHBD format using apbs2uhbd code that was kindly provided by

R. R. Gabdoulline and R. C. Wade.

Since it is not feasible to calculate the electrostatic potential for every time

step in the simulations, the effective-charges method (40) was used. The

effective charges were fitted to reproduce the electrostatic potential in a 3 Å

thick layer starting at the accessible surface defined by a probe with radius of

4 Å and extending outward from the protein.

Short-range repulsive forces were treated using an exclusion volume.

The exclusion volume was precomputed on a grid with dimensions of

110 � 110 � 110 nodes and 1.0 Å spacing. Each move that ended in

VDW overlap was repeated until no overlap occurred.

The charge desolvation penalties were computed for each protein as the

sum of the desolvation penalties of each charge of that protein. For every

charge, the desolvation penalty was the sum of the penalties due to the lower

dielectric cavity of each atom of the other protein (26).

BD simulations

A modified version (26,27) of the SDA package (23,41) was used for the BD

simulations and analysis. During the simulations, the translational and rota-

tional motion was simulated for one of the proteins (protein II) relative to the

position of the other (protein I). To obtain fine statistics for the occupancy

maps, 200,000 trajectories were simulated for each protein pair (unless

mentioned otherwise). In SDA, every trajectory begins with the two proteins

at center-to-center distance b, and stops when the protein reaches a center-to

center distance c (which is larger than b). Here, b was set to 100 Å and c to

500 Å. The temperature was set to 300� K. The reaction criterion defines the

encounter event (successful encounter of the two proteins). Here we consider

a successful complex to be formed when two independent contacts come

within 5.5 Å (the contacts should be between interface residues predefined

by SDA). This was done individually for the WT and for each of the

mutants. The diffusion coefficients were set to 0.027 Å2/ps and 3.92 �
10�5 rad2/ps for the relative translational coefficient and the rotational coef-

ficient (of each protein), respectively. The time step was set to 1.0 ps for

center-to-center distances up to 50 Å, and for larger distances it increased

linearly.

The current version of SDA (and its modifications) treats the proteins as

rigid bodies and does not take into account short-range interactions (van der

Waals and hydrogen bonds) or hydrophobic forces. However, these interac-

tions become important for short distances, which are not in the encounter

complex regime. Furthermore, hydrodynamic interactions (42–44) are not
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considered here. It was previously shown that these interactions have only

a minor influence on association rate predictions.

Computation of the energy landscape from the BD
simulations

A detailed description of the modified SDA package is given in the recent

studies of Spaar et al. (26,27). In short, two modified SDA programs were

applied (sda_traj and sda_grid). With the use of these programs, the position

and orientation of protein II (relative to protein I) were calculated for every

time step with respect to the reaction coordinate. The reaction coordinate

was d1-2, the center-to-center distance (the center of TEM1 and the center

of BLIP). Since every position and orientation coordinate of protein II

was recorded, we were able to construct an occupancy map of protein II

during the whole simulation. From the occupancy landscape we calculated

the entropy. Since a protein at a certain position and with a certain orienta-

tion cannot explore the full configurational space within a BD time step, we

investigated the local entropy loss (the position- and orientation-dependent

entropy loss) rather than the global (total) entropy loss during the association

process. Thus, the occupancy values of all configurations that were reach-

able from the particular position and orientation (i.e., that were within its

accessible volume) were taken into account. We calculated the contribution

of the translational and rotational entropies to the free-energy landscape by

interpreting the occupancy maps as probability distributions, for which the

basic entropy formula, S ¼ kB S PnlnPn (where Pn are the probabilities

for each state, n), was implemented. The total entropy loss is the sum of

the translational and rotational entropies (DStotal ¼ DStrans þ DSrot).

This configuration-dependent entropy was compared with the reference

state (i.e., the entropy with a constant isotropic probability distribution)

when the proteins were far apart. The entropy loss was calculated indepen-

dently for every grid node, which collectively represented the entropy land-

scape.

The contributions of the electrostatic and desolvation energies were calcu-

lated for every BD step as well, and were stored either on matrices (sda_traj

program) or UHBD grids (sda_grid program) that represent the six-dimen-

sional configuration space. All of the grids and matrices had the same dimen-

sions. The free-energy landscape of the encounter process was then given by

the sum of the electrostatic energy, the desolvation energy, and the entropy

(Eq. 1).

Note that the maps of the positional and orientational coordinates were

computed separately to reduce the computational time. Furthermore, the

internal entropy was not taken into account since the proteins were simulated

as rigid bodies. Yet, the internal entropy becomes significant only for short

distances between the proteins, where diffusion does not take part. Addition-

ally, the entropy of the solution is ignored here, but it can be assumed that

this entropy has a limited contribution.

The association rate was predicted by averaging four different simulations

of 50,000 trajectories each, with a different random number generator seed

(which defines the sequence of random numbers used to model the BD simu-

lation).

Protein expression and purification

The TEM1 and BLIP proteins were mutated, expressed, and purified as

previously described (35).

Kinetic measurements

The association rate constants (kon) were determined using a fluorescence

stopped flow apparatus from Applied Photophysics (Leatherhead, UK).

The measurements were done at 25�C with a slit width of 1.5 nm. The exci-

tation wavelength was 280 nm. The emission was detected using a cutoff

filter of 320 nm. Every reaction was repeated at least six times, and the

average signal was considered as the representative signal for the reaction.

The association rate constants were measured in 10 mM Hepes buffer pH
7.2 under pseudo-first-order rate conditions, where one of the proteins was

at a concentration excess of at least fivefold compared to the second. The

twofold differences in some of the data with respect to previous studies

may relate to differences in the buffer used. The data were fitted using

a single exponent equation to determine the kobs:

½B�t ¼ ½B�
1�expð�kobstÞ
N ; (2)

where [B]t is the concentration of the complex at time t, and [B]N is the final

concentration of the complex. The kobs values were then plotted as a function

of the excess protein concentration. The slope of the linear fit represents the

association rate constant kon (M�1s�1).

Electrostatic energy calculation

The electrostatic energy calculation involved the use of experimental data

and was done to evaluate the electrostatic contribution to association. The

rate of association, kon, is the sum of two factors (2): 1), the basal rate, ln

kon
0, which is independent of electrostatics and is fixed for a given complex;

and 2), the contribution of the electrostatic energy of interaction. This factor

is a function of both the Columbic energy of interaction,�DU, and the ionic

strength (represented here by 1/(1 þ ka), with k being the inverse Debye

length). This relation is reflected in the following equation (4,45):

lnkon ¼ lnk0
on

�DU

RT

1

1 þ ka
; (3)

where T is the temperature, R is the gas constant, and a is the minimal

distance of approach between the molecules. In this case, a was set to 6 Å

(45). When 1/(1 þ ka) ¼ 1, there is no salt and the electrostatic forces are

maximized. When 1/(1 þ ka) ¼ 0, the salt concentration is infinite and

the electrostatic forces are shielded. The slope of the plot derived from

Eq. 3 is equal to �DU/RT.

RESULTS

BD simulations of TEM1-BLIP WT

The association pathway of two interacting proteins can be

simulated using BD. Here we used BD to characterize the

encounter complexes along the association of the TEM1-

BLIP complex. For this purpose, the free-energy landscape

was calculated as the sum of the electrostatic and desolvation

energies, as well as the entropy contribution (Eq. 1). The

encounter complex regions for WT TEM1-BLIP as mapped

using 0.15 M salt are shown in Fig. 1 A. BLIP was the static

partner (represented as a solid surface), and the center-of-

mass positions of TEM1 are represented as yellow clouds

(with a free energy of<�2.0 kcal/mol being colored in trans-
parent yellow, and DG<�3.0 kcal/mol in solid yellow). The

ribbon of TEM1 represents the orientation of the final

complex. For simplicity, TEM1 and BLIP are at the same

orientation in all of the figures in this work, except for Figs.

3, B and C, and 6. The simulation defined two energetically

favorable encounter regions, neither of which was located at

the interface. The encounter region on the right of the binding

site was closer to the interface, yet the whole region was

less energetically favorable compared to the one on the left

(see DG < �2.0 kcal/mol versus DG < �3.0 kcal/mol).

Repeating the simulations under 300 mM NaCl showed

a similar result, whereas under 5 mM NaCl the encounter
Biophysical Journal 96(10) 4237–4248
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FIGURE 1 BD simulations of the TEM1-BLIP WT. BLIP and TEM1 are represented as a gray surface and purple ribbon, respectively. (A) Encounter

complexes are drawn as yellow isosurfaces representing the center of mass of TEM1 on BLIP at DG < �2.0 kcal/mol (transparent yellow) and

DG < �3.0 kcal/mol (deep yellow). From left to right are the results obtained at NaCl concentrations of 5, 150, and 300 mM, respectively. (B) The lowest

electrostatic energy configurations (DEel < �6 kcal/mol) at 150 mM NaCl. (C) The successful configurations at < �2.0 kcal/mol (transparent green) and

DG < �3.0 kcal/mol (deep green) at 150 mM NaCl.
complex regions were smaller. However, experimental results

have shown association to be twofold faster in low-salt

compared to high-salt conditions, and thus the size of the

encounter complex region at a specific energy threshold

is not directly linked to the rate of association. An

examination of the electrostatic energy contribution during

the simulation showed it to be concentrated on the right region

(Fig. 1 B).

BD allows us to distinguish between successful trajecto-

ries, i.e., those that lead to complex formation, and all others.

The criterion for a ‘‘successful trajectory’’ is that it satisfies

‘‘reaction criteria’’ for binding. These reaction criteria rely

on the polar atom contacts observed in the structure of the

bound complex. The requirement, as defined by R. R. Gab-

doulline and R. C. Wade (personal communication, 2008)

(24), is that at least two of these contacts should be formed

at a distance of<5.5 Å and should be independent. However,

one should note that Gabdoulline and Wade based this crite-

rion on the best fit to the experimental data on the systems

they analyzed, and it may be an over (or under) estimation

of success in other cases. Fig. 1 shows a superimposition of

the successful trajectories and the complete encounter

complex region at DG < �2.0 and 3.0 kcal/mol (panels C
and A). The results show few successful trajectories starting

from the encounter complex at these energy threshold, and

thus most of the encounter complex region does not seem to

lead to complexation. The small number of successful trajec-

tories may be related to the diffuse nature of the transition state

of the TEM1-BLIP complex (31).
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Fig. 2 A shows the free-energy profile of the lowest free-

energy configuration for TEM1-BLIP at every d1-2 (center-

to-center distance). The free-energy profile of the WT

interaction showed one global minimum at d1-2 of 40 Å (in

comparison with d1-2 of 27 Å for the complex). This

minimum is a result of contributions of DEel and DEds, but

not �TDS. The same conformations can be analyzed in the

configurational space itself. This analysis contains informa-

tion about the optimal encounter process. Fig. 2 B shows

that the optimal path was from the left region toward the

interface, even though it was more distant from the interface,

as nearly all of the most preferred configurations were there.

The orientation of TEM1 along the optimal configuration

path is mostly directed toward the interface (Fig. 2 B, white
versus black dots).

Specifically targeting the fruitful encounter
complex through electrostatic optimization

The BLIP D163K mutation was rationally designed to

enhance the association rate of the TEM1-BLIP interaction

by improving the local charge complementarity between

the two proteins using the software PARE (Fig. 3 A) (11).

This mutation is a hotspot for association and increases kon

by ~10-fold without significantly affecting koff. The BLIP

D163K-TEM1 WT complex forms a number of specific

residue-residue interactions, from which the transition state

for association was mapped (31). These results prompted

us to examine the encounter complex for this mutant using
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BD simulations, and to compare the results with the experi-

mental data. In addition to BLIP D163K, we simulated other

mutants that further increased the rate of association,

including BLIPþ4 (V165K, D163K, and V134K) and

BLIPþ6 (V165K, D163K, D135K, and N89K). These

mutants enhance association by increasing the charge

complementarity, as calculated using PARE (9,11). Notably,

D163K, which is part of all of these mutant proteins,

contributes most to the fast association reaction as compared

to the other mutations included in BLIPþ4 or BLIPþ6 (11).

The BD simulations for the three BLIP mutants were done

once with BLIP static and TEM1 mobile (Fig. 4), and once

with TEM1 static and BLIP mobile (Fig. 5). These

FIGURE 2 (A) Free-energy profile along the reaction path (DEel, electro-

static energy; DEds, desolvation energy; �TDS, entropy loss; and DG, total

free energy). (B) Optimal association pathway of WT, D163K, BLIPþ4, and

BLIPþ6. BLIP and TEM1 WT are represented as gray surface and purple

ribbon, respectively. In this figure, the simulation was with TEM1 encoun-

tering BLIP. The center-of-mass positions of the optimal configuration for

each center-to-center distance (d1-2) are marked by spheres colored by

cold colors (long d1-2) and warm colors (short d1-2). The optimal configura-

tions are defined by minimal free energy in each d1-2. The vectors designate

the orientation; black marks an interface residue, and white dots point

toward the protein center (as seen in the bottom of the figure). In this simu-

lation 10,000 trajectories were probed (with similar results obtained for

20,000 trajectories; data not shown).
simulations showed two encounter complex regions located

in a similar position as in the WT interaction (Figs. 4 A and

5 A). However, the encounter region covers an area near the

protein-protein interface that was not seen in the WT simu-

lation. For D163K, this region was observed only for the

more relaxed DG < �2 kcal/mol cutoff, whereas for

BLIPþ4 and BLIPþ6 the encounter complex also appeared

at the interface at DG < �3 kcal/mol. Moreover, the

encounter complex region for the multiple-mutant BLIP

proteins was much larger. As expected, the electrostatic

contribution increased considerably in the area above the

interface, but remained the same at other locations (Figs. 4 B
and 5 B).

Next we analyzed the successful trajectories (Figs. 4 C and

5 C) and found that a larger region of the encounter complex

of these BLIP mutants led to successful binding compared to

the WT. Moreover, the successful trajectories were mainly

above the interface for BLIPþ4 and BLIPþ6 at DG <
�3 kcal/mol, and for D163K at DG < �2 kcal/mol (Figs.

4 C and 5 C). A clear relation seems to exist between the

occupancy of the successful trajectories and the rate of asso-

ciation for these mutants. This is also clearly seen from

Table 1, which shows an increase in the number of success-

ful trajectories for the faster-binding mutants.

Of interest, even though the free-energy landscapes of the

fast-binding mutants differed from that of the WT, the free-

energy profiles along the reaction path were very similar

(Fig. 2 A). The free-energy profile of D163K had a lower

minimum compared to the WT, yet the difference was very

small. The minimum of BLIPþ6 was wider compared to

the WT, but again the differences were minor. Therefore,

the major difference between these mutants is not in the ener-

getic minimum, but rather in the free-energy landscape and

number of successful trajectories.

Additional support for the improved guidance is found in

the optimal-configurations analysis (Fig. 2 B). For the

BLIPþ4 and BLIPþ6 mutants, the optimal configurations

are near the binding site. Furthermore, the optimal pathway

differs from that of the WT; now, the optimal pathway is

from the right region toward the interface, rather than from

the left region. The optimal pathway of the BLIP D163K

mutant is similar to the WT optimal pathway but more

specific.

The transition state for D163K and other fast-association

mutants was previously mapped in a study using experi-

mental data as input (31). When we superimposed the

encounter complex from the BD simulations over the transi-

tion-state occupancy maps (Fig. 6), we observed a clear fit,

particularly with the successful trajectories. Both methods

of analysis showed TEM1 approaching BLIP near helix 5

and strand 15. The successful trajectories for TEM1 on

BLIPþ6 overlay nicely using the stringent DG <
�3.0 kcal/mol threshold, whereas D163K and BLIPþ4

show a good overlay only at the less-stringent threshold of

DG < 2.0 (see Fig. S1 in the Supporting Material).
Biophysical Journal 96(10) 4237–4248
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FIGURE 3 Structural view and electrostatic potential of

some of the BLIP mutants studied. The electrostatic poten-

tial of BLIP WT and mutants was calculated using APBS.

In the electrostatic potential representations, TEM1 is

designated as a gray ribbon. (A) Structural view of BLIP

residues K8, D23, and D163. BLIP is represented as

a gray surface, and TEM1 WT is represented as a purple

ribbon. Encounter complexes are drawn as yellow isosurfa-

ces representing the center of mass of TEM1 on BLIP at

DG < �3.0 kcal/mol. The protein-protein complex is rep-

resented at the same orientation as in all other figures. (B)

The electrostatic potential of D163K at 150 mM NaCl in

comparison to WT. Red (negative) and blue (positive)

contours are drawn at 1 kT/e. (C) Same as in B, but for

K8A, K8E, and D23R,E28R.
Futile encounter complexes

Up to this point in the study, we had only altered the size of

the right encounter region. We then wanted to specifically

change the size and energy of the left encounter region using

mutations. This was done by altering the electrostatic poten-

tial near the left encounter region through mutating residues

K8, D23, and E28 on BLIP (Fig. 3, calculated using APBS

(39)). For K8A the left encounter region was smaller (Figs.

4 A and 5 A); however, for BLIP D23A or BLIP E28A no

major differences from the WT were observed (data not

shown). Therefore, we introduced the charge reverse, K8E

mutant, and the double mutant D23R,E28R. Whereas K8A

had a smaller positive patch compared to WT BLIP, K8E

had a clear negative patch. D23R,E28R, on the other hand,

introduced a very large positive patch (Fig. 3 B). These

results encouraged us to run BD simulations for each of these

BLIP mutants and TEM1 WT to examine their encounter

complex relative to that of the WT.

The BLIP K8A and K8E mutants had a much smaller and

energetically less favorable encounter region on the left side

(compare DG < �2 kcal/mol with DG < �3 kcal/mol in

Figs. 4 A and 5 A), with only a small reduction being

observed on the right side. An opposite trend was observed

for the BD simulation of BLIP D23R,E28R, with the left

region expanding dramatically. Furthermore, this region

was also more favorable energetically, as seen using DG <
�3 kcal/mol. Calculating the successful trajectories for

each of these mutants (Figs. 4 C and 5 C) did not show

any for K8A or K8E using a threshold of �3 kcal/mol,

and showed very few at �2 kcal/mol. In contrast, the

D23R,E28R double mutant resulted in a significant increase

in the number of successful trajectories. However, the total

number of successful trajectories hardly changed (Table 1).
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As expected from the APBS calculations, the magnitude of

the electrostatic energy of the left region shrank for the

K8A and K8E mutants, whereas only minor changes were

observed in the right region (Figs. 4 B and 5 B). The

D23R,E28R mutant, on the other hand, resulted in an

increase in the magnitude of the electrostatic energy of the

left region. Thus, electrostatics contributed significantly to

the differences in the free-energy landscape between these

three mutants and the WT.

If the size of the encounter region or the energy of success-

ful trajectories in the BD simulation were directly related to

the rate of complex formation, we would expect these muta-

tions to alter kon. Therefore, we produced and purified these

mutant proteins, and measured their rate of association with

WT TEM1 using a stopped-flow spectrophotometer. The

association rate constants for all of these mutants were basi-

cally identical to the association rate of TEM1-BLIP WT

(Table 2). Thus, either enlarging or reducing the encounter

complex region in areas remote from the interface did not

change the rate of association. The results above indicate

that changing the electrostatic nature of a protein that affects

the size and energy of an encounter region does not neces-

sarily transform into faster binding. To further investigate

the role of electrostatics in dictating the association rate of

these mutant proteins, we determined kon under different

ionic strengths (Fig. 7). According to Eq. 3, the effect of

salt can be analyzed quantitatively from the linear fit of ln

kon plotted versus 1/(1þka). The slope of the linear regres-

sion is equal to DU (which is the electrostatic energy of inter-

action), and the intercept is the basal rate of association

(which is the rate of association in the absence of electro-

static forces, as determined from the extrapolation to N ionic

strength). Values of DU for these three mutants are presented
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in Table 2. The three mutants had the same basal rate of asso-

ciation of ~3 � 104 M�1s�1 as the WT, and a similar ionic

strength dependence. This implies that mutating residues

that are remote from the interface and do not contribute to

the electrostatic complementarity of the complex do not

affect fruitful association, but may affect the size of futile

encounter complexes.

Finally, we calculated kon values for the different mutant

proteins from the BD simulations. The calculated value for

WT was ~25-fold faster than the experimental rate (Table 2).

The BD calculated rate of association with charges turned

off (basal rate) was calculated to be 1.15 � 107 M�1s�1,

which is even a little faster than WT at 150 mM salt

(6.5 � 106 M�1s�1). This shows that TEM1-BLIP associa-

tion is not electrostatically driven (the net charge of TEM1

and BLIP is �7 and �2, respectively). As stated elsewhere

(24), the BD computed rates are expected to exceed the

experimental rates because diffusion sets an upper limit

for the actual kon. The SDA calculated rate of 6.5 �
106 M�1s�1 for TEM-BLIP WT is common for proteins

with weak electrostatic steering. This implies that additional

factors that are not in the model contribute to the measured

kon. Possible contributions that reduce the rate compared to

the diffusion-controlled case are conformational adjustment

and desolvation. However, such BD simulations can repro-

duce relative rates as long as the relevant contributions to

the relative rates are included in the model. Indeed, the calcu-

lated change in kon for all the mutations, except for the inter-

action of TEM1 WK with BLIP WT, were in line with the

experimental data. Not surprisingly, they also correlated

to the number of successful trajectories of each mutant

FIGURE 4 BD simulations of TEM1-BLIP mutants. The simulations

shown here are of mobile TEM1 approaching static BLIP. BLIP is repre-

sented as a gray surface, and TEM1 WT is represented as a purple ribbon.

All of the simulations were done at 150 mM NaCl. (A) Encounter complexes

are drawn as yellow isosurfaces representing the center of mass of TEM1 on

BLIP at DG<�2.0 kcal/mol (transparent yellow) and DG<�3.0 kcal/mol

(deep yellow). (B) The configurations with the lowest electrostatic energy

(DEel < �6 kcal/mol) are marked in red. (C) The successful configurations

at < �2.0 kcal/mol (transparent green) and DG < �3.0 kcal/mol (deep

green).

FIGURE 5 BD simulations of TEM1-BLIP mutants. The simulations

shown here are of mobile BLIP approaching static TEM1. TEM1 is repre-

sented as a gray surface, and BLIP WT is represented as a purple ribbon.

All of the simulations were done at 150 mM NaCl. (A) Encounter complexes

are drawn as yellow isosurfaces representing the center of mass of TEM1 on

BLIP at DG<�2.0 kcal/mol (transparent yellow) and DG<�3.0 kcal/mol

(deep yellow). (B) The configurations with the lowest electrostatic energy

(DEel < �6 kcal/mol) are marked in red. (C) The successful configurations

at < �2.0 kcal/mol (transparent green) and DG < �3.0 kcal/mol (deep

green).
Biophysical Journal 96(10) 4237–4248
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(Table 1). Next, we calculated the rates of association using

PARE, and also obtained a good correlation between the

calculated and experimental rates for all the mutations,

except for the interaction of TEM1 WK with BLIP WT

(Table 2).

Changes in the interface structure can affect the
rate of association

Most mutations that significantly affect the rate of associa-

tion involve a change in the charge. Therefore, we were

not surprised to find that E104W/Y105K on TEM1 (termed

WK) increases the rate of association of the TEM1-BLIP

complex by 5.5-fold. Using double-mutant cycle analysis,

TABLE 1 Counts of successful trajectories

Complex

Number of successful

trajectories*

Number of

successful trajectoriesy

BLIP WT TEM1 WT 210 245

BLIP D163K TEM1 WT 1196 1108

BLIP þ4 TEM1 WT 1651 —

BLIP þ6 TEM1 WT 3096 2693

BLIP K8A TEM1 WT 195 225

BLIP K8E TEM1 WT 192 221

BLIP D23R,E28R TEM1 WT 220 277

BLIP WT TEM1 WK 197 241

The counts of successful trajectories are out of 200,000 runs.

*TEM1 being mobile and BLIP being static.
yBLIP being mobile and TEM1 being static.
we found that WK interacts during the association reaction

with BLIP D49 and S146 (attractive) and D163 (repulsive)

(31). Furthermore, ionic strength analysis showed that the

electrostatic energy of the TEM1 WK mutant interacting

with BLIP WT is significantly more favorable than the WT

interaction, very similar to that of D163K. That indicates

that electrostatics play a part in the fast association rate of

this mutant. However, in contrast to D163K, the basal rate

of association of the WK mutant increased. Moreover,

neither PARE nor BD predicted a change in the rate of asso-

ciation for WK (Table 2). Therefore, we were interested to

see how the encounter region would change for this mutant.

Figs. 4 and 5 show the results of the BD simulations for

the BLIP WT-TEM1 WK interaction. The results were

very similar to those obtained for the WT, with the two

encounter regions of the mutant overlaying those of the

WT. One minor difference was that the WK encounter anal-

ysis showed a small encounter region above the interface.

The electrostatic energy was similar to the WT, as also

shown by PARE. In addition, the results from the success-

ful-trajectories and optimal-pathway analyses were similar

to those obtained for the WT (see Table 1), as was the calcu-

lated association rate for this mutant (Table 2). The data

presented here suggest that increased electrostatic comple-

mentarity is not the reason for the faster binding of this

mutant. One may speculate that a better fit of the local struc-

ture of the unbound proteins drives this faster association,

a feature that cannot be detected by either BD or PARE.
FIGURE 6 Superimposition of the transition-state occu-

pancy maps and the encounter complex regions of the

TEM1-BLIP complex. The cap represents the area of

search for the transition state (each orb is the center of

mass of one configuration that was examined), with colder

colors representing structures that passed a more stringent

cutoff filter. The gray area represents the encounter

complex regions, as examined by BD simulations, defined

by DG < �3 kcal/mol. (A) Minimal free energy of the

encounter complex. (B) Successful trajectories of the

encounter complex.

Biophysical Journal 96(10) 4237–4248
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TABLE 2 Experimental and computational association rates and electrostatic energy of interaction

Experimental kon Calculated kon DUz (kcal/mol)

� 105(M�1s�1) * Relative PAREy BDy Stopped-flow PARE

BLIP WT TEM1 WT 2.6 1.0 1.0 1.0 �2.07 �1.65

BLIP D163K TEM1 WT 16 6.2 13.9 10.0 �3.88 �4.53

BLIP þ4 TEM1 WT 21 8.2 27.4 11.3 — �5.28

BLIP þ6 TEM1 WT 47 18.3 66.0 25.5 — �6.25

BLIP K8A TEM1 WT 2.6 1.0 0.8 1.0 �2.04 �1.43

BLIP K8E TEM1 WT 2.6 1.0 0.7 1.1 �2.16 �1.22

BLIP D23R,E28R TEM1 WT 2.8 1.1 1.4 1.5 �2.19 �1.96

BLIP WT TEM1 WK 14 5.6 1.0 1.5 �4.18 �1.60

*Stopped-flow experiments were done in 10 mM Hepes pH 7.2, 150 mM NaCl. The standard error for the experimentally determined kon values was 20%.
yRelative calculated rates of association at 150 mM NaCl. For PARE the WT experimental rate is used. In the BD simulation, the rate for WT association was

6.5 � 106 M�1s�1. The standard error for kon calculation using BD was 12%.
zDU is the electrostatic energy of interaction.
Although the mutant structure was modeled using two

different methods with similar results, it is possible that

this double mutant introduces a structural change in the back-

bone, which is very difficult to predict, and may have caused

the differences between the experimental and computational

results.

DISCUSSION

Experimental data on kinetic processes can, at best, provide

snapshots along the reaction coordinates, with computer

simulations filling in the gaps. The association between

TEM1 and BLIP is perfectly suited for detailed computa-

tional simulations that can be compared with the large bulk

of experimental data gathered on this system, including the

FIGURE 7 Association rate constants of WT and three BLIP mutants at

different ionic strengths (0.05, 0.15, 0.5, 0.75, and 1 M).
many mutations that directly affect the rate of association

(9,11,31,35,46,47). In this study we investigated the free-

energy landscape leading to association as calculated from

BD simulations, and compared the findings with experi-

mental results. The work is based on recently developed

BD algorithms that enable a trajectories analysis of the asso-

ciation process to model the encounter region, as well as the

free-energy landscape for association (4,23,25,27,48). The

method used in this study was developed by Spaar et al.

(27) and successfully applied on barnase-barstar. Two

encounter regions were identified for barnase-barstar, with

the energetically favorable one being located above the inter-

face. However, the experimental analysis of the location of

the transition state for this system showed a narrower,

more specific transition state than the encounter complex

identified by Spaar et al. (27) and Harel et al. (31). This

may be interpreted as an energetic funnel in which the

encounter complex is broader and the transition state is nar-

rower, leading to the final complex formation.

The results of the BD simulation for WT TEM1-BLIP also

show two encounter regions, neither of which is at the inter-

face. The left region is larger and energetically more favor-

able, but more distant from the interface. Both regions may

be valid encounter complexes; however, they imply a diffu-

sive encounter complex, as the two regions are broad and

remote from each other. Furthermore, these encounter regions

do not guide the interaction toward the final complex, as can

be seen in the successful-trajectories analysis, which shows

very few of the encounter complex trajectories developing

into a complex. This is in line with our inability to identify

a specific transition state for WT TEM1-BLIP (31).

To better understand the role of the encounter regions

observed in the BD simulations in the association reaction,

we studied seven different mutant proteins that affect associ-

ation. The mutants can be divided into three groups: 1),

mutants that enlarge the encounter region near or above

the physical binding site (BLIP mutants D163K, BLIPþ4,

and BLIPþ6 interacting with TEM1 WT); 2), mutants that

expand (BLIP D23R,E28R) or shrink (BLIP K8A, K8E)
Biophysical Journal 96(10) 4237–4248
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the encounter regions (particularly the left one); and 3), the

TEM1 WK mutant that affects kon significantly but has

only a minor effect on the free-energy landscape of the

encounters. Mutations of group 1 have a very significant

effect on kon (up to 20-fold), whereas mutations of group 2

do not change the association rate at all. These mutants

clearly show that no simple relation can be found between

either the size or the energy of the encounter regions and

the rate of association. Moreover, even the energy map of

successful encounters does not always correlate with the

observed change in kon. For example, the encounter region

of the BLIP D23R,E28R double mutant shows more success-

ful trajectories at a DG cutoff of < �2 kcal/mol compared to

the WT, but the total number of successful trajectories was

similar (as was the measured kon). Since both the size and

energy of the encounter region also increased dramatically

for this mutant, one may assume that this region does not

steer the coming protein toward complexation, and therefore

the number of successful trajectories was not increased

despite their lower energy. Thus, the number (and not the

energy) of successful trajectories determines the overall

rate. Conversely, for group 1, a good correlation was

observed between the energy and number of successful

encounters and kon. Group 1 mutations, which are located

at the vicinity but outside the physical binding site, were de-

signed to optimize the electrostatic energy of interaction of

the complex (11). Thus, in this case, the lower-energy

successful encounters do lead to association. We note that

the experimentally determined transition state, which was

mapped using double-mutant cycles and was assigned for

TEM1-BLIP with optimized electrostatic attraction (group

1 mutations), overlays with the BD-calculated encounter

region, yet it is more restricted. (Fig. 6). The experimentally

determined transition state fits the area of successful trajecto-

ries mapped for these mutants much better. This subgroup

within the encounter region can be assumed to be much

closer to the transition state, which is defined as the activated

form of a molecule that has partly undergone a chemical

reaction. Since the transition state has to be on the pathway

to product formation, only successful trajectories fulfill this

requirement.

The mutant data presented here suggest that some of the

encounter regions do not contribute to association and thus

are futile encounters. In general, the futile regions are distant

from the interface, and although these regions are suggested

to be energetically favorable by the simulations, they do not

influence the association rate. The reason for this is that in

reality, futile encounters do not develop into final complexes,

and hardly affect the concentration of free protein in solution.

In the extreme case, where futile encounters would absorb

a major fraction of the free proteins from solution, associa-

tion would be affected. This was experimentally shown for

the association of barnase and barstar in the presence of

the positively charged poly-ion Heparin in low-salt buffer

(30), and is similar to the effect observed in an ion-exchange
Biophysical Journal 96(10) 4237–4248
column. However, for regular protein-protein interactions,

either enlarging or reducing this futile area does not affect

the association reaction.

The term ‘‘encounter complex’’ is frequently used to

describe the pathway of protein-protein association. This

term is assigned different meanings in different contexts.

For example, in calculating association rate constants by

BD simulations, Gabdoulline and Wade used this term to

refer to the end-point of diffusional association (49), which

would be similar to what was defined by Alsallaq and

Zhou (50–52) as the transient complex. However,

‘‘encounter complex’’ may refer also to low free-energy

regions in configurational space (27), or to a minor, dynamic

state that is in equilibrium with a dominant, stereospecific

complex as seen in NMR experiments (16).

The data presented here suggest the possibility that much

of the very large encounter complex observed experimen-

tally for the association between the phosphocarrier protein,

Hpr, and three proteins in the bacterial phosphotransferase

system (using paramagnetic relaxation enhancement (PRE)

NMR) was futile, as further suggested in a follow-up study

(14,53).

In group 3 we have one double mutant whose encounter

region resembles that of the WT, despite the large increase

in the rate of association measured for this mutant. Thus,

although electrostatics has a major role in dictating associa-

tion, other factors may influence the rate as well. For WK,

a different basal rate was determined. This may imply a rather

different association mechanism that is not simulated

correctly by either BD or PARE.

Finally, the data presented here could explain why group 1

mutations do not change the rate of dissociation, despite their

large effect on the electrostatic complementarity between the

two proteins that causes an increase in the rate of association.

From the comparison of the encounter complex with success-

ful encounter trajectories, it becomes clear that although

encounters are readily formed, most of them are futile. The

mutations in group 1 were designed to increase the percentage

of fruitful encounters, and hence kon. However, most

FIGURE 8 Free-energy diagram describing the pathway for protein-

protein binding. Two proteins in solution will collide with one another at

a rate dictated by the translational diffusion. From here, rotational diffusion

may lead the proteins to form an encounter complex, which may develop

into the final complex.
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encounters will still dissociate. Thus, even for group 1 muta-

tions, once the final complex dissociates, it will have a small

chance of re-forming. This behavior is a result of the relative

flat energy landscape leading to association before the transi-

tion state, which is characterized by desolvation and forma-

tion of short-range interactions, versus the steep energy land-

scape leading to dissociation, which is composed of breaking

the short-range interactions between the proteins (Fig. 8). One

should not confuse Fig. 8 with Fig. 2 A, as the latter depicts

only the encounter complex region, and does not include

the final docking.
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