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Therapeutic proteins such as antibodies constitute the most rapidly
growing class of pharmaceuticals for use in diverse clinical settings
including cancer, chronic inflammatory diseases, kidney transplan-
tation, cardiovascular medicine, and infectious diseases. Unfortu-
nately, they tend to aggregate when stored under the concen-
trated conditions required in their usage. Aggregation leads to a
decrease in antibody activity and could elicit an immunological
response. Using full antibody atomistic molecular dynamics simu-
lations, we identify the antibody regions prone to aggregation by
using a technology that we developed called spatial aggregation
propensity (SAP). SAP identifies the location and size of these
aggregation prone regions, and allows us to perform target mu-
tations of those regions to engineer antibodies for stability. We
apply this method to therapeutic antibodies and demonstrate the
significantly enhanced stability of our mutants compared with the
wild type. The technology described here could be used to incor-
porate developability in a rational way during the screening of
antibodies in the discovery phase for several diseases.

aggregation � antibody � genetic engineering � molecular simulation

Therapeutic antibodies are glyco-proteins tailor-made to seek
out and attach themselves to specific antigens, such as

biomarkers on the surface of cancer cells. Because of their
potential in the cure of various diseases, antibodies currently
constitute the most rapidly growing class of human therapeutics
(1). Since 2001, their market has been growing at an average
yearly growth rate of 35%, the highest rate among all categories
of biotech drugs (2). One of the major problems encountered in
antibody-based therapies is that these antibodies tend to aggre-
gate under the high concentration formulations required for
disease treatment (3). Aggregation leads to a decrease in anti-
body activity and could elicit an immunological response (4, 5).
It also has implications for regulatory approval and for delivery
methods. Stabilization of therapeutic antibodies, however, is
generally performed during the development phase using trial
and error methods. These are both costly and time consuming.
Thus, there is a need for a screening tool that will assess
aggregation behavior. Such a tool could be used, for example, to
evaluate the developability of a bio-pharmaceutical coming
during the discovery phase. Protein aggregation in vivo is also
shown to be directly responsible for many diseases such as type
II diabetes and Alzheimer’s (6, 7). Thus, an understanding of the
fundamental mechanisms and regions involved in protein ag-
gregation is of importance both for stabilizing protein therapeu-
tics and for devising strategies to prevent in vivo aggregation.

Although there are many possible mechanisms for aggrega-
tion, hydrophobic interactions were shown to be the predomi-
nant interactions in extensive studies of protein folding and
protein–protein binding (8–13). Our results below show that
these interactions also play a key role in antibody aggregation.
For antibodies in particular, Delano et al. (14) showed that the
consensus binding region of the antibody (i.e., the hinge region
between CH2 and CH3 domains where at least 4 different
protein scaffolds bind) was distinguished by a high degree of
solvent accessibility and a predominantly nonpolar character,

suggesting that hydrophobic interactions are an important driv-
ing force behind binding at this site (14).

In contrast to the studies of aggregation of short peptides
involved in amyloid fibril formation, there is relatively little work
with regards to predicting the aggregation prone regions for
antibodies. This can be attributed to the relatively huge size and
thus complexity of antibody molecules (�1,300 residues, 150
kDa). The prior work in predicting protein aggregation prone
regions can be broadly divided into 2 categories, (i) phenome-
nological models and (ii) molecular simulation techniques. The
phenomenological models are based on using physicochemical
properties such as hydrophobicity, �-sheet propensity, etc. to
attempt to identify aggregation prone regions for unstructured
peptides or for globular proteins from their primary sequence
(15–19). Molecular simulation techniques use the 3-dimensional
structure and dynamics of proteins to locate the regions prone
to aggregation (20–26). Applying an accurate fully atomistic
model for the simulation of an antibody is very computationally
demanding because of the huge size of an antibody. For this
reason, although there have been simulations of small parts of
the antibody such as the Fab fragment (27, 28), there is no known
full antibody atomistic simulation in the literature.

In this current work, we perform atomistic simulation of a full
antibody molecule with an explicit solvent. We use the simula-
tions to study the dynamic fluctuations and to characterize the
extent of aggregation prone hydrophobic patches exposed on the
antibody surface. These hydrophobic patches could be either
natively exposed, or exposed due to dynamic fluctuations or
conformational changes, as observed in our simulations. Based
on a molecular method that we develop to identify aggregation
prone regions, we target particular residues for mutation, and
using 2 therapeutic antibodies demonstrate that those mutations
lead to substantial increases in antibody stability.

Results and Discussion
Prediction of Aggregation Prone Regions Using SAP. One common
way to find the exposure of different residues is through solvent
accessible area (SAA). However, SAA by itself does not provide
the correct estimate of hydrophobic patches because (i) SAA
does not distinguish between hydrophobic and hydrophilic re-
gions, (ii) SAA is not directly proportional to a residue’s
hydrophobicity (for example, MET has more surface area than
LEU but is less hydrophobic), and (iii) SAA does not indicate
whether several hydrophobic residues are in close proximity and
thus could enhance the hydrophobicity of a certain region.

We define a new parameter called spatial aggregation pro-
pensity (SAP), which gives the effective dynamically exposed
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hydrophobicity of a certain patch on the protein surface. This is
illustrated in Fig. 1D and is defined as

�Spatial � aggregation �
propensity �SAP� �

atom i

� �
Simulation

Average
� �

Residues with atleast
one side chain atom

within R from atom i

�
SAA of side chain atoms

within radius R
SAA of side chain atoms
of fully exposed residue

� Residue Hydrophobicity� 	
Here, (i) SAA of side chain atoms within radius R is computed
at each simulation snapshot; (iii) SAA of side chain of fully

exposed residue (e.g., for amino acid X) is obtained by calcu-
lating the SAA of side chains of the middle residue in the fully
extended conformation of tripeptide Ala-X-Ala; and (iii) Resi-
due Hydrophobicity is obtained from the hydrophobicity scale of
Black and Mould (29). The scale is normalized such that Glycine
has a hydrophobicity of zero. Therefore, amino acids that are
more hydrophobic than Glycine are positive and less hydropho-
bic than Glycine are negative on the hydrophobic scale.

Spatial aggregation propensity (SAP) is calculated for spher-
ical regions centered on every atom in the antibody. This gives
a unique SAP value for each atom. Then the SAP for a residue
is obtained by averaging the SAP of all its constituent atoms. The
values of SAP at R � 5 Å thus evaluated with a 30 ns simulation
average for each residue in antibody A and antibody B are shown
in Figs. 1 A and 2A, respectively. For antibody A, the SAP values
are obtained from the simulation of full antibody structure
obtained by assembling the X-ray structures of Fc, Fab frag-
ments. For antibody B, the X-ray structure of the Fab fragment

A        B 

 
 C                  D 

 

Fig. 1. Spatial aggregation propensity (SAP) for the antibody A. (A) Values of SAP at R � 5 Å for the Fab and Fc fragments of antibody A, along with the peaks
chosen for mutations, A1 through A5. (B) The SAP values at R � 5 Å values are mapped onto the antibody A structure where red regions represent positive peaks
and blue regions are negative dips. Again the sites chosen for mutation are indicated A1 through A5. (C) The SAP values at R � 10 Å values are mapped onto
the antibody A structure. (D) Definition of spatial aggregation propensity based on atoms within radius-R from a given atom.
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was not available. Therefore, the structure was built from its
sequence using the canonical structure method in combination
with homology modeling. Thus the SAP values of antibody B are
calculated from 30-ns simulation of the Fab fragment. The Fc
fragment is the same for antibody A and antibody B. For both
of these antibodies in Figs. 1 and 2 we notice that the majority
of SAP values calculated are negative, indicating that most
exposed regions are hydrophilic. This is as expected because
most of the exposed protein surface is usually hydrophilic. We
also observe that there are a few regions with positive peaks for
SAP indicating high exposed hydrophobicity. These SAP values
from simulation are mapped onto the antibody structure in Figs.

1B and 2B, respectively. In all these figures, the antibody surface
is colored according to the values of SAP. Positive values of SAP
(hydrophobic) are colored in red whereas negative values (hy-
drophilic) are in blue. The intensity of color is proportional to
the magnitude of SAP. Therefore a highly exposed hydrophobic
patch would be deep red, and similarly a highly exposed hydro-
philic will be deep blue. For both antibodies A and B, we observe
that the surface is predominantly blue indicating that the surface
is mostly hydrophilic. Again, this is as expected because most of
the protein surface is usually hydrophilic. However, we also
notice a few red areas indicating exposed hydrophobic regions.
The contrast between the red and blue regions is more promi-
nent at the higher radii of patch (R � 10 Å) used in the
calculation of SAP (Figs. 1C and 2C). These red (hydrophobic)
regions also have excellent correlation with regions of the
antibody known to interact with other proteins (Fig. 1C). The
deep red region in the hinge region (region 1 in Fig. 1C) is where
the Fc-receptor interacts, the red region in the Fc fragment
(region 2) is where protein A and protein G interact, and the red
patch at the end of Fab fragment (region 3) is where the antibody
binds to antigens. Region-5 at the bottom of Fc is significantly
hydrophobic, but it is somewhat buried inside, with hydrophilic
region on its borders. Similarly regions 4 and 6 are hydrophobic
and solvent exposed, but they are facing into the interior of the
antibody. These regions 4 and 6 could still be potentially involved
in interactions with other proteins if they are exposed due to
significant conformational changes or unfolding of the antibody.

Selection of Mutation Sites for Protein Engineering. The SAP tool
was applied to 2 different therapeutic antibodies, A and B. The
peaks in the plots of SAP and the corresponding aggregation prone
regions (in red) are identified on the antibodies A and B in Figs. 1
and 2, respectively. Based on these SAP values at high resolution
(R � 5 Å), we selected the sites to be engineered for enhanced
antibody stability. These sites are represented as A1 through A5 for
antibody A in Fig. 1 and B1–B5 for antibody B in Fig. 2. The
hydrophobic residues that correspond to these positive peaks in
SAP (A1 to A5, B1 to B5) were mutated to less hydrophobic (or
more hydrophilic) residues as shown in Figs. 1 and 2. Whereas some
of these mutants are single site mutants, others are double or triple
mutants (such as A4, A5, B2, B4, and B5). The mutants are then
tested for their aggregation behavior using accelerated aggregation
experiments under heat stress. The resulting aggregates are char-
acterized using size exclusion chromatography–high performance
liquid chromatography (SEC-HPLC) and turbidity analysis.

SAP Selected Mutants Are More Stable than Wild Type. Expression
and purification of stable, highly monomeric antibody variants was
confirmed by SDS/PAGE (Fig. S1). Variant A1 was also compared
with antibody A wild type by circular dichroism, which shows an
intact secondary structure upon mutation (Fig. S1). The stability of
engineered antibody A variants and wild type were compared using
a turbidity assay and SEC-HPLC. The turbidity assay was carried
out at 65 °C for up to 4 h with protein samples at 150 mg/mL.
SEC-HPLC was used to determine monomer loss over time after
heat stress at 150 mg/mL at 58 °C for up to 24 h. Both assays indicate
improved stability of all variants of up to 50% compared with wild
type (Fig. 3). The thermodynamic stability of antibody A wild type
and variants were also compared by differential scanning calorim-
etry (DSC). A comparison of the thermograms shows an increase
of the CH2 melting transition in the variants compared with wild
type by 1 °C to 3 °C, with the difference most pronounced for the
double variants A4 and A5 (Fig. 3). The results from turbidity,
SEC-HPLC and DSC experiments of antibody A wild type and
variants are also summarized in Table 1.

Each of the 3 single mutants A1, A2, and A3 show improved
stability by each of the 3 analytical methods. In the turbidity assay,
dilution of antibody A wild type sample stressed at 65 °C for 2 h

A

B

C

Fig. 2. Spatial aggregation propensity (SAP) for the antibody B. (A) Values
of SAP at R � 5 Å for the Fab and Fc fragment of antibody B, along with the
peaks chosen for mutations, B1 through B5. (B) The SAP values at R � 5 Å are
mapped onto the antibody B structure where red regions represent positive
peaks and blue regions are negative dips. Again, the sites chosen for mutation
are indicated B1 through B5. (C) The SAP values at R � 10 Å values are mapped
onto the antibody B structure.
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results in clouding of the solution, whereas the solutions for all
variants remain clear. SEC-HPLC results of samples stressed at
58 °C for 24 h indicate monomer increase from 91% for wild type
to 93–95% for the variants. Because the initial monomer population
is 99%, the nonmonomeric species in the variants decrease up to a
half compared with wild type. DSC analysis shows an increase of the
melting transition for CH2 (the domain with the lowest melting
transition in antibody A) from 73.5 °C for wild type to 75.0–76.0 °C
for the variants. Substituting additional high-SAP residues in vari-
ant A1 further improves stability, as evidenced by the turbidity
results and the DSC thermograms for variants A4 and A5. The
SEC-HPLC results show an improvement over variant A1 only for
variant A4 (96% monomer after 24 h of stress) and not for variant
A5 (93% monomer after 24-h stress, as variant A1).

The stability of antibody B wild type and variants were compared
in a similar fashion. The turbidity assay was carried out at 55 °C for
up to 24 h at 60 mg/mL. SEC-HPLC analysis was carried out after
heat stress of protein samples at 60 mg/mL at 52 °C for up to 36 h.

Variants B2 and B4 feature a strongly enhanced stability (Fig. 4).
The thermodynamic stability of antibody B wild type and variant B2
were also compared by DSC. A comparison of the thermograms of
wild type and variant B2 shows an increase of melting transitions in
variant B2 (Fig. 4). The results from turbidity and SEC-HPLC
experiments of antibody B wild-type and variants are summarized
in Table 2.

In case of antibody B, the replacement of 2 hydrophobic residues
in the CDR of VH dramatically improves its stability. Variant B2
has adjacent tryptophan and phenylalanine residues in the heavy
chain CDRs substituted with lysines. These 2 mutations lead to a
remarkable stabilization compared with wild type. In the turbidity
assay, stress at 55 °C for 24 h results in no perturbation of the variant
B2 solution, whereas wild-type turns very cloudy; stress at 52 °C for
up to 36 h does not lead to any monomer loss in variant B2, whereas
the wild-type sample experiences 4% monomer loss. The DSC
thermogram of variant B2 also indicates the stabilization effect of
the CDR mutations (Fig. 4C). Variant B1 recapitulates some but

A B

C

Fig. 4. Stability comparison of antibody B wild type and variants. (A)
Turbidity assay. Antibody-B wild type and variants were incubated at 60
mg/mL at 55 °C for up to 24 h. Color-coding indicates the state of the solution
upon 6-fold dilution. The numbers represent absorbance at 320 nm after
further dilution of the samples to 1 mg/mL. (B) SEC-HPLC. Monomer loss of
antibody B wild type and variants B1-B5 upon heat stress at 52 °C. Data are
mean � SD. (n � 3 experiments). (C) DSC thermograms of antibody B wild type
and variant B2. Fitted peaks are in gray, and the original thermograms are in
black. The figure also includes the melting transition temperatures after
deconvolution of the thermograms.

Table 1. Summary of stability results for antibody A wild type
and variants

Variant Mutation Location

Relative stability based on

Turbidity HPLC DSC

WT na na �� �� ��

A1 L235K CH2 lower hinge ���� ��� ���

A2 I253K CH2-CH3 junction ��� ��� ���

A3 L309K CH2 ��� ��� ���

A4 L235K L309K CH2 ���� ���� ����

A5 L234K L235K CH2 ���� ��� ����

� least stable; �� as stable as WT; ��� more stable than wild type; ����
most stable; na, not applicable.

A B

C

D

Fig. 3. Stability comparison of antibody A wild type and variants. (A) Turbidity
Assay. Samples at 150 mg/mL were incubated at 65 °C for up to 4 h. Color-coding
indicates the state of the solution upon 15-fold dilution, or if the sample had
gelified. The numbers represent absorbance at 320 nm after further dilution of
the samples to 1 mg/mL. (B) SEC-HPLC. Monomer loss of antibody A wild type and
variant A1-A5 upon heat stress at 58 °C. Data are mean � SD. (n � 3 experiments).
(C) Overlay of DSC thermograms for antibody A wild-type and each of the 5
variants. Right Inset indicates the line coding for each sample. Wild type is in thick
light-gray line. Left Inset summarizes the melting transition temperatures in
degrees Celsius for wild type and each variant after peak deconvolution. (D)
Examples of thermogram deconvolution: wild type and variant A2. The original
thermogram is in black line, and all fitted peaks are in gray.
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not all features of variant B2. For instance, variant B1 does not meet
the quality control criteria because unstressed variant B1 sample
shows only 97% monomer as opposed to the standard 99% or above
for wild type and the other variants (SEC-HPLC). Although variant
B1 forms significantly more aggregates than wild type after stress
at 52 °C, the increase is proportional to the initial amount of
nonmonomeric species (3% for variant B1 and 1% for wild type).
Nevertheless, variant B1 shows improvement in the turbidity assay
compared with wild type. This apparently conflicting data may
indicate a destabilizing effect of the mutation, but the lysine
mutation may prevent protein denaturation and precipitation that
most likely account for solution clouding of wild type in the
turbidity assay.

The lower hinge region has little if any role in antibody B
aggregation. Variant B3 has a leucine in the lower hinge region
substituted with lysine. This variant shows modest stability
improvement compared with wild type in the 8-h time point in
the turbidity assay. In the longer incubations of the assay, and in
the SEC-HPLC experiment, the stability profile of the variant is
nearly identical to wild type. The stabilizing effect of the
mutations in VH CDR is dominant over the mutation in VL
CDR. Variant B4 is a combination of the mutations for variant
B1 and B2. According to Turbidity Assay results and SEC-HPLC
results, variant B4 shows a stability profile very similar to B2. The
stability effects of the mutation in VL CDR are dominant over
the mutation in the lower hinge region of CH2. Variant B5 is a
combination of the mutations for variant B1 and B3. Both
Turbidity Assay results and SEC-HPLC results indicate that
variant B5 has the stability features of B1 and not of B3. Thus
we observe that the variant in Fc region of antibody B (variant
B3) has less effect compared with the variants in the Fab region.
The strong stabilizing effect of mutations in variant B2 in the Fab
region suggest that amino acids W100 and F101 are the major
contributors to aggregation in antibody B.

In addition to the stability analysis, we also performed func-
tional analysis of antibody A and antibody B variants to test if
they preserved their antigen binding activity (shown in Tables S1
and S2). The analysis for antibody A showed that all of the
variants preserved their function. For antibody B, the variants
with mutations in the CDR regions lost their function, whereas
the mutation elsewhere preserved its function. This is expected
because the antigen binds in the CDR regions, and therefore a
mutation there can disrupt binding to antigen. Therefore, in such
cases where CDR regions have high SAP, these regions should
be carefully engineered such that the stability is improved
without losing antigen activity. As shown in the case of antibody
A, the stability can be increased without losing activity if the
mutations are performed far away from the antigen binding
region. In summary, except for mutants that are presumably in
the antigen-binding region, most of our mutants showed stable
function in addition to improvement in stability.

We have so far used the SAP tool to predict the aggregation
prone regions of antibodies successfully. To validate our SAP
tool further on other proteins as well, we perform SAP analysis
on sickle cell hemoglobin, which is a well-established aggregation
model. It was shown that the sixth position of the �-chain in
hemoglobin S, which is mutated from glutamic acid in hemo-
globin A to valine in hemoglobin S, is the aggregating region
leading to sickle cell disease (30). We perform SAP on the X-ray
structure of hemoglobin S, PDB entry 2HBS (31). The resulting
SAP analysis (Fig. S2) shows excellent correlation between the
highest SAP region and the known aggregating region involving
the valine residue at the sixth position of the �-chain, thereby
validating our SAP tool further. Therefore, in addition to
antibodies, the SAP tool could be used to predict aggregation
prone regions on other proteins as well.

Conclusions
Aggregation is a major degradation pathway for therapeutic pro-
teins such as antibodies during their storage for disease treatment.
Analysis of molecular simulations using SAP can be used to predict
the antibody aggregation prone regions. The mutants based on
these predicted regions yielded stable variants for both antibodies.
The SAP simulation tool developed could be used to improve the
stability of potentially all therapeutic antibodies against aggrega-
tion. Application of SAP could thus have a huge impact considering
that antibody based therapies are growing at the highest pace
among all classes of human therapeutics. The same simulation tool
could also be used to identify the aggregation prone regions on
other proteins and peptides, as we successfully demonstrated using
the example of sickle cell hemoglobin. With the mounting number
of protein therapeutics, this technology could greatly improve the
developability screening of candidate bio-pharmaceuticals for many
diseases such as cancer, rheumatoid arthritis and other chronic
inflammatory and infectious diseases.

Materials and Methods
Molecular Simulations. Molecular dynamics simulations are performed for the
full antibody A using an all atom model with explicit solvent. The starting
structure for simulation was obtained from the X-ray structures of individual
Fab and Fc fragments; Fab fragment structure from Novartis Pharma AG and
Fc structure from that of another IgG1 antibody 1HZH (32). The structure of a
full antibody is then obtained by aligning the Fab and Fc fragments using
1HZH structure as a model template. This structure is then used to perform
explicit atom simulations for 30 ns. The CYS residues in the resulting antibody
A were all involved in disulphide bonds, including the ones in the hinge
region. We have used a G0 glycosylation pattern for our simulations because
this is the most common glycosylation pattern observed in antibodies.

We used the CHARMM simulation package (33) for set-up and analysis, and
the NAMD package (34) for performing simulations. The CHARMM fully
atomistic force field (35) was used for the protein and TIP3P (36) solvent model
for water. The simulations are performed at 298 K and 1 atm in the NPT
ensemble. The parameters for the sugar groups involved in glycosylation of
the Fc fragment were derived in consistence with the CHARMM force field,
following from the CSFF force field (37). The protonation states of Histidine
residues at pH-7 were decided based on the spatial proximity of electro-
negative groups. The full antibody was solvated in an orthorhombic box with
periodic boundary conditions in all 3 directions, and a water solvation shell of
8 Å. The resulting total system size was 202,130 atoms. Sufficient ions were
added to neutralize the total charge of the system as required by the Ewald
summation technique used to calculate the electrostatic contribution. After
the antibody was solvated, the energy was initially minimized with steepest
descents (SD) by fixing the protein to allow the water to relax around the
protein. Then the restraints are removed and the structure is further mini-
mized with SD and adopted basis Newton-Raphson (ABNR). The system was
then slowly heated to room temperature with 5 °C increment every 0.5 ps
using a 1-fs time step. The system is then equilibrated for 1 ns before we start
computing the various properties from simulation. The configurations are
saved every 0.1 ps during the simulation for further statistical analysis.

We also performed simulation of a second antibody, the sequence of which
was obtained from Novartis Pharma AG. We call this antibody B. Because the
X-ray structure of this antibody was not available, we built its structure from its

Table 2. Summary of stability results for antibody B wild type
and variants

Variant Mutation Location

Relative stability
based on*

Turbidity HPLC

WT na na �� ��

B1 W94K LC CDR ��� �

B2 W100K F101K HC CDR ���� ����

B3 L235K CH2
lower hinge

�� ��

B4 W94K W100K F101K LC CDR HC CDR ���� ����

B5 W94K L235K LC CDR CH2 ��� �

�, least stable; �� stable as WT; ��� more stable; ���� most stable;
na, not applicable.
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sequence using the canonical structure method (38–40) in combination with
homologymodeling.This involved identifyingtherespectivecanonical structures
for each of the CDR loops and modeling the rest of antibody framework through
homology modeling. We used the modeling tool WAM (41) to identify the
canonical structures. The Fab fragment of the resulting antibody B structure was
solvatedinacubicboxwithawatersolvationshellof8Åinthelongestdimension.
The rest of the setup is similar to that of antibody A.

Protein Expression. Vectors that carry the light chain or the heavy chain genes of
the IgG1 Antibodies antibody A and antibody B were obtained by subcloning the
genes from proprietary vectors (Novartis) into a gWIZ vector (Genlantis), opti-
mized for high expression from transiently transfected mammalian cells. Anti-
body variants were generated using site-directed mutagenesis by PCR. All con-
structs were confirmed by DNA sequencing. Plasmid DNA at the mg scale was
purified from bacterial cultures with DNA Maxi Prep columns (Invitrogen). Tissue
culture and transient transfection of FreeStyle HEK 293 cells were carried out
following the manufacturer’s protocols (Invitrogen), except that polyethylenei-
mine (Polysciences) was used as the transfection reagent. Transfected cells were
incubated in a CO2 incubator at 37 °C for 7–9 days.

Protein Purification. Antibody wild type and variants were purified from the
tissue culture supernatant on a Protein A column (GE Healthcare). Antibodies
were eluted from the column with 50 mM citrate buffer pH 3.5, and equilibrated
to pH 6.6–7.0 with 1 M Tris�HCl pH 9.0, and further purified on a Q Sepharose
column (GE Healthcare). Solutions of antibody A wild type and variants were
further concentrated with 30 K MWCO filters and buffer exchanged with 20 mM
His buffer pH 6.5 to a final concentration of 150 mg/mL. Solutions of antibody B
wild type and variants were also concentrated with 30 K MWCO filters and buffer
exchanged with 10 mM His buffer pH 6.0 to a final concentration of 60 mg/mL. As
a quality control, aliquots of the purified and concentrated samples were ana-
lyzed by nonreducing and reducing SDS/PAGE, and by circular dichroism.

Turbidity Assay. A Turbidity Assay was carried out on samples stressed at a
temperature for which we noticed clouding of a concentrated wild-type
sample (150 mg/mL in 20 mM His, pH 6.5, for antibody A and 60 mg/mL in 10
mM His, pH 6.0, for antibody B) after several hours of incubation upon dilution

to 10 mg/mL in 15 mM potassium phosphate buffer, pH 6.5. In addition to the
qualitative observations, turbidity was quantified after further diluting the
samples to 1 mg/mL and recording the absorbance values at 320 nm.

SEC-HPLC. SEC-HPLC was used to determine monomer loss over time in acceler-
ated aggregation experiments. Antibody-A wild type and variants were incu-
bated at 58 °C at 150 mg/mL, and antibody B wild type and variants at 52 °C at 60
mg/mL. Stressed samples were diluted in 15 mM potassium phosphate buffer pH
6.5 to 10 mg/mL. Monomers were resolved from nonmonomeric species on a
TSKgel Super SW3000 column (TOSOH Bioscience). Percent monomer was calcu-
lated as the area of the monomeric peak divided by the total area of all peaks.

Differential Scanning Calorimetry. The thermodynamic stability of wild types
and variants was also compared by DSC (Microcal). MAbs have characteristic
DSC thermograms with 3 melting transitions, if not overlapping: Fab, CH2, and
CH3 (42–45). Antibody-A wild type and variants A1-A5 were analyzed at a
concentration of 2 mg/mL in 20 mM His pH 6.5 buffer at a 1.0 °C per minute
scan rate. Antibody-B wild type and variant B2 were analyzed at a concentra-
tion of 1 mg/mL in 10 mM His pH 6.0 buffer at 1.0 °C per minute scan rate. The
samples data were analyzed by subtraction of the reference data, normaliza-
tion to the protein concentration and DSC cell volume, and interpolation of a
cubic baseline. The peaks were deconvoluted by non-2-state fit.
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