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Summary
In some cluster randomization trials, the number of clusters cannot exceed a specified maximum
value due to cost constraints or other practical reasons. Donner and Klar [1] provided the sample size
formula for the number of subjects required per cluster when the number of clusters cannot exceed
a specified maximum value. The sample size formula of Donner and Klar assumes that the number
of subjects is the same in each cluster. In practical situations, the number of subjects may be different
among clusters. We conducted simulation studies to investigate the effect of the cluster size
variability (κ) and the intracluster correlation coefficient (ρ) on the power of the study in which the
number of available clusters is fixed in advance. For the balanced case (κ = 1.0), i.e., equal cluster
size among clusters, the sample size formula yielded empirical powers close to the nominal level
even when the number of available clusters per group (k*) is as small as 10. The sample size formula
yielded empirical powers close to the nominal level when the number of available clusters per group
(k*) is at least 20 and the imbalance parameter (κ) is at least 0.8. Empirical powers were close to the
nominal level when (ρ ≤ 0.02, κ ≥ 0.8, and k* = 10) or (ρ ≤ 0.02, κ = 0.6, and k* = 20).
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1. Introduction
Cluster randomization trials have received increasing attention in the evaluation of non-
therapeutic interventions among healthcare researchers. Groups (called ‘clusters’) of subjects,
rather than subjects themselves, are randomized to different interventions, and all subjects
within a cluster receive the same intervention. In such studies, inferences are often applied at
the subject level while randomization is done at the cluster level.
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The sample size determination in cluster randomized cluster trials has been mainly
concentrated on the sample size estimate for the number of clusters required per intervention
group. In some cluster randomization trials such as the ongoing GOODNEWS (Genes,
Nutrition, Exercise, Wellness, and Spiritual Growth) and the CRIS (Cancer Risk Intake
System) trials, the number of clusters cannot exceed a specified maximum value due to practical
considerations such as the fixed expense of maintaining staff to collect data and conduct
intervention in each cluster. In those trials, the sample size requirement should be provided for
the number of subjects per cluster instead of the number of clusters per group. Donner and Klar
[1] and Taljaard et al. [2] provided the sample size formula for the number of subjects required
per cluster assuming the same number of subjects in each cluster. However, cluster sizes vary
among clusters in many cluster randomization studies. It is expected that the variation in cluster
size will affect the power of the study. We conduct the simulation studies to investigate the
effect of the cluster size variability and the intracluster correlation coefficient on the power of
the study in which the number of available clusters is fixed in advance.

Section 2 presents the review of the sample size estimates for the cluster size when the number
of clusters is fixed in advance, and Section 3 illustrates how the cluster size can be estimated
using the example of the ongoing CRIS intervention trial. Simulation studies are presented in
Section 4, and the final section is devoted to a discussion.

2. Statistical Methods
Suppose that we are interested in comparing the proportions of responses between two groups
using a simple randomization trial. Let p1 and p2 be the proportions of responses in groups 1
and 2. With the two-sided significance level of α and power of 1 − β, the required sample size
to test H0 : p1 = p2 versus H1 : p1 ≠ p2 is given by the following equation [3, Section 9.1].

(1)

In cluster randomization trials with an equal cluster size (m), the total number of subjects per
group can be obtained by multiplying the standard sample size estimate (n) from a simple
randomization trial by the variance inflation factor [1 + (m − 1)ρ], where m is the cluster size,
and ρ is the intracluster correlation coefficient [1]. Thus, the number of clusters required per
group is computed by k = n[1 + (m − 1)ρ]/m and the total number of subjects required per group
is km = n[1+ (m−1)ρ].

We occasionally encounter situations in which the number of clusters cannot exceed a specified
maximum value due to cost constraints or other practical reasons. In those cases, we need to
specify the sample size requirement in terms of the number of subjects per cluster instead of
the number of clusters. Donner and Klar [1] and Taljaard it et al. [2] provided the sample size
formula for the number of subjects per cluster when there is an upper limit in the number of
clusters to be studied in a cluster randomization trial. Since the number of clusters is usually
small in community intervention trials, the use of critical values z1−α/2 and z1−β in Equation
(1) instead of critical values t1−α/2 and t1−β corresponding to the t-distribution underestimates
the required sample size. To adjust for underestimation, one cluster per group may be added
when the sample size is determined with a 5% level of significance, and two clusters per group
with a 1% level of significance [4, p. 104]. In cluster randomization trials with an equal cluster
size (m) at the 5% level of significance, the number of clusters per group is given by
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(2)

where n is the number of subjects required for each group under simple randomization trials.

When the number of clusters per group is fixed by k*, the number of subjects per cluster is
given by the following equation assuming that the number of subjects is the same in all the
clusters

(3)

The total number of subjects required for each group is obtained by multiplying k* by m*. The
number of subjects (m*) is obtained only when the denominator of Equation (3) is positive.
That is, m* can be computed only when k* is greater than (1 + ρn).

3. Example
The innovative cancer risk intake system (CRIS) elicits responses to questions about personal
and familial risk, intent, and perceived barriers to risk-appropriate testing. A cluster
randomization trial conducted in primary-care clinics will determine efficacy of CRIS for
facilitating participation in risk-appropriate colorectal cancer testing. Physicians are randomly
allocated to either a risk-based innovative cancer risk intake system (CRIS) group or a
comparison group. Based on assignment of his or her physician, each patient will be assigned
either to the CRIS intervention or a comparison group, in which patients and physicians will
receive non-tailored print outs that are simple reminders about testing, but are not risk-based;
nor will they list or address patient barriers to testing. Patients will be seen by 28 physicians
at the primary care clinics of the University of Texas Southwestern Medical Center. Twenty
eight physicians will be randomly allocated to the CRIS group or a comparison group. The
primary outcome of the trial is participation in risk-appropriate colorectal cancer testing (yes/
no, 1=participation in any risk-appropriate testing, 0=non participation) at month 12 after the
start of the intervention. Pilot and published data suggests that about 20% of the comparison
group will participate in appropriate colorectal cancer testing [5]. We expect that the CRIS
group will have at least 32% participation rate. With a type I error rate of 5% and a power of
80%, we can detect at least 12% difference between two study groups using 442 patients (221
in each group) when we ignore the clustering structure of study subjects. To account for
clustering of patients within attending physician, we have assumed ρ=0.02. Although an
estimate of ρ is difficult to know in advance of a study, we believe this is an appropriate and
conservative estimate based on our own and others' research findings. A recent survey article
reviewing outcomes from 31 studies found a median ρ of 0.01 with an inter-quartile range of
0 to 0.03 [6]. With ρ=0.02, k*=14(=28/2), and n = 206, the required number of subjects per
cluster is

(4)

The required number of subjects per cluster is 23. The total number of subjects needed for the
study is 644 (=23*28). We anticipate being unable to audit electronic medical records for about
8% of patients due to relocation or death by 12-month follow-up. Therefore, we will need a
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final sample size of 700 subjects, that is, 350 subjects in each study group to provide sufficient
power for the planned analyses accounting for 8% loss to follow-up.

4. Simulation Study
We conducted a simulation study to investigate the performance of the sample size formula
for the number of subjects given in Equation (3) when the number of available clusters is fixed
in advance. Equation (3) provides the sample size estimate for the number of subjects per cluster
assuming that the number of subjects is constant among all the clusters. Since cluster sizes are
not constant in many cluster randomization studies, we examine the effect of intracluster
correlation coefficient and cluster size variability on the power of the study based on the
ongoing actual clinical trial in which the number of available clusters is fixed in advance.

Let k* be the number of clusters in each group. For each cluster, mij, the cluster size of the
ith cluster in group j, is generated using a negative binomial distribution truncated below 1 with
the probability density function

(5)

where Q−1 is the probability of response, Q = 1 + P, and s is the number of responses.

The truncated negative binomial distribution is known to provide a reasonable fit to group sizes
generated in several application areas [7]. The mean and variance are μ = sP/(1 − P0) and σ2

= μ[1 + P − sPP0/(1 − P0)], where P0 = (1 + P)−s [8]. The measure of imbalance is given by
κ = 1/(1 + ν2), where ν = σ/μ. The relationship between variance and the imbalance parameter
can be written as σ2 = μ2(1 − κ)/κ. As κ decreases, the variance of the cluster size increases.

The parameter values are chosen based on the CRIS study design described in the previous
section. The numbers of clusters per group are fixed at 10, 20 or 30. The values of ρ used are
0.01, 0.02, 0.05 and 0.1. We allow the cluster size to vary randomly with the imbalance
parameter of κ=0.6, 0.8 and 1.0, which corresponds to severe, moderate and no variability in
cluster size. We use the response probabilities of (p1,p2)=(0.2, 0.3) and (0.2, 0.4). We ran
10,000 experiments for each combination of parameters.

The simulation study is conducted in the following ways. For prespecified values of k*,
(p1,p2), and ρ, we estimate the cluster size (m*) using Equation (3), and then use the estimated
m* as the mean cluster size (μ) to allow the variability in cluster size among clusters. Cluster
sizes are generated from the negative truncated binomial distribution with the mean cluster
size of μ and the imbalance parameter of κ=0.6, 0.8, and 1.0. Conditional on cluster sizes, the
binary outcomes are generated with the method of Lunn and Davies [9].

Donner and Klar [1] showed that the adjusted one degree of freedom chi-square statistic to test
H0 : p1 = p2 is given by

(6)
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where  is the total number of subjects in group j, P̂j is the proportion of responses
over all clusters in group j, and P̂ is the proportion of responses over all clusters across groups,
and the clustering correction factor Cj is given by

(7)

Here, k* is the number of clusters per group, and &P̂ is the estimate of the intracluster
correlation coefficient, which can be estimated by the ANOVA method [10]. We reject the null
hypothesis H0 : p1 = p2 when  is larger than χ2(1,1 − α), where χ2(1,1 − α) is the 100(1 - α)
percentile of χ2 distribution with 1 degree of freedom. We compute empirical powers as the
proportion of samples rejecting H0 : p1 = p2 among 10,000 samples.

Table 1 presents the empirical powers when the numbers of clusters (k*) are 10, 20 and 30 in
each group. The sample size estimate obtained from Equation (3) yields empirical powers close
to the nominal level of 90% when k* ≥ 20 and the imbalance parameter (κ) ≥ 0.8. The sample
size estimate from Equation (3) also yields empirical powers close to the nominal level when
(ρ ≤ 0.02, κ ≥ 0.8, and k* = 10) or (ρ ≤ 0.02, κ = 0.6, and k* = 20). The sample size estimate
from Equation (3) yields empirical powers close to the nominal level for balanced case (κ =
1.0) even when k* is as small as 10. Note that the sample size estimate for the number of
subjects cannot be computed from Equation (3) when k* > (1 + ρn). Thus, Table 1 does not
show the sample size estimates and empirical powers when k* > (1 + ρn).

5. Discussion
We investigate the effect of the cluster size variability and the intracluster correlation
coefficient on the power of the study given a fixed number of clusters per group since cluster
sizes are usually different among clusters in practical situations. The number of subjects per
cluster cannot be computed from Equation (3) when k* > (1 + ρn).

When cluster size is the same among all clusters (κ = 1.0), the sample size estimate yields
empirical powers close to the nominal level even for k* as small as 10. The sample size estimate
yields empirical powers close to the nominal level when k* ≥ 20 and κ ≥ 0.8. Empirical powers
are close to the nominal level when (ρ ≤ 0.02, κ ≥ 0.8, and k* = 10) or (ρ ≤ 0.02, κ = 0.6, and
k* = 20).

Simulation studies show that empirical powers are not close to the nominal power when there
is severe imbalance (κ = 0.6) in cluster size. Further research is needed to estimate the cluster
size in case of severe imbalance when the available number of clusters is fixed in advance.
Cluster randomization trials have received increasing attention among healthcare researchers
over the past decades. Cluster randomized trials have been conducted for binary, continuous
and survival outcomes. It is needed to investigate the effect of the cluster size variability and
the intracluster correlation efficient on the cluster size for continuous and survival outcomes
when the number of available clusters is fixed in advance.
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Table 1
Empirical powers(%) and sample size estimates for cluster sizes from 10,000 simulations when the number of clusters
(k*) is fixed in advance.

k* κ ρ

(p1,p2)

(0.2,0.3) (0.2,0.4)

10 0.6 0.01 76.3(76) 82.6(14)

0.02 72.4(312) 82.1(15)

0.05 –*(–) 74.7(27)

0.10 –(–) –(–)

0.8 0.01 85.2(76) 87.1(14)

0.02 82.3(312) 87.1(15)

0.05 –(–) 83.7(27)

0.10 –(–) –(–)

1.0 0.01 88.1(76) 91.8(14)

0.02 88.2(312) 88.7(15)

0.05 –(–) 88.9(27)

0.10 –(–) –(–)

20 0.6 0.01 86.0(26) 89.2(6)

0.02 81.2(34) 89.9(7)

0.05 –(–) 84.6(8)

0.10 –(–) 77.8(12)

0.8 0.01 86.8(26) 90.2(6)

0.02 87.4(34) 91.8(7)

0.05 –(–) 90.8(8)

0.10 –(–) 85.8(12)

1.0 0.01 90.9(26) 92.2(6)

0.02 88.7(34) 94.3(7)

0.05 –(–) 92.0(8)

0.10 –(–) 89.8(12)

30 0.6 0.01 88.2(16) 93.6(4)

0.02 85.7(18) 91.7(4)

0.05 77.2(39) 89.7(5)

0.10 –(–) 87.7(6)

0.8 0.01 90.7(16) 91.3(4)

0.02 89.1(18) 90.5(4)

0.05 86.1(39) 90.2(5)

0.10 –(–) 90.6(6)

1.0 0.01 90.2(16) 91.2(4)

0.02 90.2(18) 91.1(4)

0.05 90.6(39) 91.8(5)

0.10 –(–) 92.5(6)

*
denotes that cluster sizes cannot be computed since k* ≤ (1 + ρn)
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Number in parenthesis corresponds to average cluster size (m*), and the corresponding variance of the cluster size can be computed using the formula

σ2 = (m*)2(1 − κ)/κ.
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