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ABSTRACT A mesoscale model of DNA is presented (3SPN.1), extending the scheme previously developed by our group.
Each nucleotide is mapped onto three interaction sites. Solvent is accounted for implicitly through a medium-effective dielectric
constant and electrostatic interactions are treated at the level of Debye-Hückel theory. The force field includes a weak, solvent-
induced attraction, which helps mediate the renaturation of DNA. Model parameterization is accomplished through replica
exchange molecular dynamics simulations of short oligonucleotide sequences over a range of composition and chain length.
The model describes the melting temperature of DNA as a function of composition as well as ionic strength, and is consistent
with heat capacity profiles from experiments. The dependence of persistence length on ionic strength is also captured by the
force field. The proposed model is used to examine the renaturation of DNA. It is found that a typical renaturation event occurs
through a nucleation step, whereby an interplay between repulsive electrostatic interactions and colloidal-like attractions allows
the system to undergo a series of rearrangements before complete molecular reassociation occurs.
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INTRODUCTION

The breadth of available molecular-level models of DNA

remains narrow. Fully atomistic models have limitations,

largely due to the range of length- and timescales that are

typically of interest in DNA research. The scales that charac-

terize the solvent and ions are on the order of Ångströms and

picoseconds. A DNA molecule can measure millimeters, and

hybridization events can require seconds or minutes. More-

over, complete descriptions of DNA structure and dynamics

become even more complex when accounting for distinct

interactions that affect molecular behavior, including electro-

statics, cooperative base stacking, hydrogen bonding, and

the solvent. Yet this set of interactions remains incomplete,

at least for in vivo systems, when no mention is made of

cytosolic components that have specific roles in the process-

ing of DNA to exert proper biological function.

Taking into account the previous considerations, and real-

izing that biologically relevant systems involve DNA on the

scale of hundreds to thousands of basepairs, atomistic repre-

sentations remain of limited utility for many common appli-

cations. As a result, increasing efforts are being devoted to

the development of accurate, coarse-grain models that

embody the necessary physics with a minimum number of

degrees of freedom, while still being realistic at the molec-

ular and chemical levels. Such models would facilitate

access to larger spatial and temporal scales and would permit

description or elucidation of some of the fundamental inter-

actions that arise in a wide variety of biological processes.

Perhaps the simplest representation of DNA is the charged

rod employed in analytically tractable linearized Poisson-

Boltzmann treatments, where charge is distributed uniformly

along the length of the rod. Extensions of this construct
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include the studies by Kornyshev and Leikin (1), as well

as those by Solis and Olvera de la Cruz (2), where charges

are incorporated into the cylinder model as discretized sites

on the surface of the rod. Lyubartsev and Nordenskiöld (3)

extended the simple charged-rod rendition to account for

DNA helical grooves by using a different set of length scales

to describe the cylindrical core and the charged sites. Gil

Montoro and Abascal (4) included an additional neutral

site between the charged beads and the cylindrical core,

thereby enhancing the grooved appearance of the rod.

Collectively, this class of representations emphasizes molec-

ular stiffness, electrostatic interactions, and a cylindrical,

hard-core excluded volume. The hallmark feature of these

models is their ability to capture density fluctuations of ionic

species at the surface of DNA and beyond, as well as to

describe certain packing phenomena. However, these models

are limited to studies of problems which do not depend on

molecular flexibility, denaturation, or sequence-specific

effects.

A different class of models has sought to capture chain

backbone rigidity through a continuous elastic rod or by an

effective bead-spring representation, where a single interac-

tion site corresponds to one or several basepaired nucleo-

tides. These constructs aim to capture the polymeric nature

of DNA with minimal molecular detail. Representative

applications for the elastic rod model include the study of

energy in supercoiled DNA by Schlick and Olson (5), as

well as the interpretation of fluorescence depolarization by

Barkley and Zimm (6). Bead-spring representations were

developed in an effort to allow for more detail pertaining

to system dynamics. In this category, Jian et al. (7) formu-

lated a model to treat long sequences of DNA (7). Various

aspects of DNA dynamics under confined flow in channels

were treated by Chopra and Larson (8). Jendrejack et al.

(9,10) studied DNA dynamical properties and behavior
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under flow, with comparisons to experimental data. Further

studies on single DNA molecules in shear flow were pursued

by Hur et al. (11). Rheological properties, including polymer

extension and shear viscosity, were considered by Schroeder

et al. (12). Bead-spring models of this sort are useful for

rather large spatial and temporal scales, but are of limited

use for problems requiring a higher resolution.

In an effort to address the limitations in resolution of the

previous two classes of coarse-grain representations, other

models based on a distinct framework have been adopted

to explore mesoscale processes. The work by Bruant et al.

(13) focused on developing a construct based on quasirigid

atom groups that reproduces bending, torsional, and stretch-

ing strengths, while neglecting electrostatic effects. Tepper

and Voth (14) formulated a model for DNA submerged in

a coarse-grain solvent, where the system is envisioned as

a complex network of beads. On another front, the molecular

mechanics of basepairs prompted the conception of models

that use empirically measured mechanical properties of

DNA to extract values for kinematic variables. For instance,

Tan and Harvey (15) derived a model, where a basepair is

represented by three coplanar beads, to study linear and

supercoiled DNA. El Hassan and Calladine (16) also focused

on treating DNA at the basepair level, but their construct

adopts a rectangular unit to represent a basepair along with

a more detailed set of kinematic variables.

Although former studies have been developed primarily

to investigate the mechanical properties of DNA, several

recent models have focused on the description of thermal

effects. The model by Drukker and Schatz (17) represents

each nucleotide with two beads and has been applied to treat

denaturation in double-stranded sequences, but does not

account for major and minor grooves in DNA. A lattice-

based variant of their two-bead representation was devel-

oped by Sales-Pardo et al. (18), again with an emphasis

on denaturation. Both of these models neglect electrostatic

interactions in their treatment and do not attempt to describe

the elastic properties of DNA. A more detailed mesoscale

model was developed by Maciejczyk et al. (19), where

sugar, phosphate, and key nucleic base sites are represented

through pseudoatoms, some of which are characterized by

internal degrees of freedom. From this construct, an effec-

tive potential of mean force was developed for Lagrangian

and quaternion molecular dynamics. A specific application

of this model involved a study of the transition between

the A and B forms of DNA.

In recent work, Knotts et al. (20) proposed an off-lattice,

coarse-grain representation for DNA in the spirit of G�o-

type models. Each of the three chemical moieties comprising

a nucleotide (sugar, phosphate, and nitrogenous base) is

reduced to an effective, united-atom interaction site, the coor-

dinates of which are derived from x-ray diffraction data (21).

For conciseness, we refer to this model as 3-Sites-Per-Nucle-

otide, Ver. 0 (3SPN.0). As such, it is a much simpler

construct than that encountered in more detailed superatom
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models (19), thereby providing significant computational

advantages. A convenient attribute of the scheme behind

3SPN.0 is that it facilitates a selective atomistic reconstruc-

tion of DNA when microscopic detail is desired, or coarse-

graining can be further enhanced to a lower resolution when

mesoscale detail is no longer sought. In 3SPN.0, sites

comprising a nucleotide are characterized by positional

and orientational descriptors that yield a realistic helical

arrangement. The model accounts for major as well as minor

grooves, Watson-Crick basepairing, and electrostatic inter-

actions, which together are important to the biochemistry

of DNA. The 3SPN.0 force field captures DNA denaturation

(as a function of chain length and ionic strength) and

provides a reasonable description of other thermomechani-

cal properties (including persistence length and bubble

formation).

As useful as previous computational descriptions of DNA

have been, it is important to emphasize that prior constructs

aimed at treating thermal effects, including 3SPN.0, focused

on the denaturation or melting of DNA. To our knowledge,

mesoscopic computational models aimed at addressing the

renaturation problem are not available. On the other hand,

atomistic renditions have been largely restricted to small

systems (22–26). DNA melting and renaturation is essential

in numerous biochemical processes, where the structural

stability and dynamical evolution of the molecule are

closely related to biological function such as transcription,

replication, and regulation of gene expression (23). More-

over, renaturation is the fundamental step in the self-

assembly of DNA nanostructures. This publication presents

improvements and extensions to the 3SPN.0 force field.

First, intramolecular strengths have been parameterized to

capture more accurately the persistence length of DNA.

Second, the energy strength scales acting between basepairs

have been adjusted to make contact with melting transition

enthalpies of basepair groups according to the unified near-

est-neighbor formalism. Third, electrostatic interactions at

the level of Debye-Hückel theory have been described

with a state-dependent dielectric constant, which accounts

for a decrease in the polarizability of water with increasing

temperature or ionic strength. Fourth, and perhaps more

importantly, a weak, solvent-induced attraction has been

introduced to allow for the reversible denaturation of

DNA, a feature that could only be captured with the

3SPN.0 force field under a limited set of circumstances.

As described below, this last contribution is both physically

and biologically relevant, as it paves the way for systematic

studies of DNA hybridization. Collectively, these modifica-

tions are denoted as the 3SPN.1 force field.

Our publication is organized as follows. First, we revisit

key features of the coarse-grain model for DNA and develop

the extensions made to the force field. We then describe the

method used to parameterize the model in the context of

capturing the denaturation temperature of DNA. Results

are then presented and discussed in light of available
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experimental data and model capabilities. We conclude with

a brief summary of our work.

A MESOSCALE MODEL FOR DNA

The 3SPN.0 force field is constructed in the spirit of an off-

lattice G�o-like model (20). Such an arrangement avoids the

proper specification of site-site interactions, but instead

provides realistic molecular conformations by coupling the

interaction between sites to a predefined target structure. In

this sense, one distinguishes between native contacts, or sites

that within a region of space satisfy relative spatial and orien-

tational constraints of the target structure, and nonnative

contacts, which yield interactions that differ from the target

structure. When all sites are engaged with their native

contacts, the system acquires its ground state. Additional

thermodynamic stability arises from steric constraints, which

account for the directional character of bonds in a more real-

istic manner. Typically, a Lennard-Jones potential is param-

eterized to lower the energy of the system on approaching the

ground state. A purely repulsive Lennard-Jones interaction

contributes an energy penalty, on a length scale that avoids

structural frustration, as configurations deviating from the

native state are explored.

For our purposes, we implement the model for the study of

B-DNA comprised of Nnt nucleotides per strand. The speci-

fication of standard coordinates and the 3SPN.0 force field

have been previously reported (20). (We alert the reader

that an entry from Table III in Knotts et al. (20) was uninten-

tionally omitted. The missing entry is the dihedral angle

S(30)-P-(50)S-Gb, with a value of 50.66�.) Here, we revisit

the force field and introduce an extension that accounts for

solvent-induced effects, the so-called 3SPN.1 force field.

Moreover, the 3SPN.1 force field consists of a parameter

set that improves the agreement between our mesoscale

simulations and experimental data for the persistence length

of DNA.

The mesoscale model for DNA is divided into bonded and

nonbonded contributions. Three bonded interactions enter the

force field,

Ubond ¼
Xnbond

i¼ 1

�
k1ðdi � d0iÞ2þ k2ðdi � d0iÞ4

�
; (1)

Ubend ¼
Xnbend

i¼ 1

kq

2
ðqi � q0iÞ2; (2)

Utors ¼
Xntors

i¼ 1

kf½1� cosðfi � f0iÞ�; (3)

which are typical two-, three-, and four-body contributions

used to treat molecular systems. More specifically, Ubond

describes covalent bonding interactions, using k1 and k2 as

bond constants, together with di and d0i as instantaneous
and equilibrium site-site separations for the ith bond, respec-

tively, in the set of nbond bonds. Molecular bending is ac-

counted for through Ubend, with a bending constant kq, along

with qi and q0i as instantaneous and equilibrium bond angles,

respectively, for the ith bend in the set of nbend bends.

Torsional interactions are represented through Utors, with

a torsional constant kf, along with instantaneous and equilib-

rium dihedral angles fi and f0i, respectively, in the set of

ntors torsions. The right-handed chirality in B-DNA is

conserved through the scheme of Hoang and Cieplak (27).

Nonbonded, pairwise interactions are described through

five contributions given by

Ustck ¼
Xnstck

i<j

43

��
sij

rij

�12

�
�

sij

rij

�6�
; (4)

Ubase ¼
Xnbase

i¼ 1

43bi

�
5

�
sbi

rij

�12

�6

�
sbi

rij

�10�
; (5)

Unnat ¼
Xnnnat

i<j

43
h�

s0

rij

	12

�
�

s0

rij

	6i
þ 3 if rij < rcoff

0 if rijRrcoff

;

(
(6)

Uelec ¼
Xnelec

i<j

qiqje
�rij=lD

4pe0eðT;CÞrij

; (7)

Usolv ¼
Xnsolv

i<j

3s

�
1� e�aðrij�rsÞ�2�3s: (8)

The first two contributions are specific to DNA systems.

Base-stacking (an intrastrand effect) is taken into account

through Ustck, which acts uniformly (i.e., with a single

energy scale 3) on all native-contact pairs nstck. In this

context, a native contact is defined as a site-site interaction

between a probe and all intrastrand sites found within a cutoff

radius rccut ¼ 9 Å of the target structure, following the G�o-

like construct described by Hoang and Cieplak (27). An

interaction-specific length scale sij between sites i and j

contributes to the stiffness of the DNA backbone by control-

ling the instantaneous site-site separation rij. The base-

stacking contribution accounts for the strong hydrophobic

attraction between adjacent nucleotides and provides addi-

tional bending rigidity to the DNA molecule.

Hydrogen bonding, along with base-stacking interactions,

provides structural stability in duplexed DNA or, in the case

of intrastrand interactions, the formation of hairpins. In

general, complementary basepairs engage in three hydrogen

bonds for cytosine (C) and guanine (G) contacts, whereas

only two hydrogen bonds are involved in adenine (A) and

thymine (T) contacts. All other basepair contacts are

mismatches which do not conform to Watson-Crick base-

pairing. This construct maps these interactions using

a united-atom site for each base moiety that interacts through

an effective single bond. More specifically, Ubase accounts

Biophysical Journal 96(5) 1675–1690
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for hydrogen bonding that occurs between all nbase comple-

mentary basepairs that do not participate in Ustck. Each

ith basepair, characterized by the separation rij between

intra- or interstrand sites i and j, is described by characteristic

energies 3i ˛ {3AT, 3CG} and characteristic lengths sbi ˛
{sAT, sCG}, where 3ab ¼ 3ba and sab ¼ sba. A complemen-

tary basepair is considered to be hydrogen-bonded when the

separation between bases is rij < (sbi þ 2.0 Å).

At first glance, one would expect the overall relative

strength between complementary basepair interactions

CG:AT to be 3:2, on the basis of hydrogen bonding. The

underlying assumption with this statement is that all

hydrogen bonds between complementary base moieties are

of equivalent strength. However, since the strength of

a hydrogen bond depends on orientation (28–30), and not

all of these form with identical spatial arrangements (i.e.,

their axis of approach differs), the CG:AT energy strength

ratio is actually smaller. It has been established that base-

stacking interactions play a stronger role in governing the

denaturation temperature when compared solely to basepair

hydrogen bonding (31). This feature has been taken into

account in the 3SPN.1 force field by using the experimental

enthalpies that accompany the duplex-to-single stranded

(helix-coil) transition in DNA (32). Such an approach

enables us to effectively map enthalpic contributions onto

the relative strength between sites comprising a basepair,

while reducing the number of adjustable parameters in the

force field. The relative strength between basepair sites

was computed as the geometric mean between contacts of

a given type (either AT or CG types). Note that the arithmetic

mean of this metric yields practically no distinction between

AT and CG contacts. Using the unified nearest-neighbor

approach and data from SantaLucia (33), which has been

shown to yield good agreement with experiments for several

systems (33,34), we adopt the ratio of 3CG and 3AT:

3CG

3AT

¼ 1:266: (9)

This ratio is used to assign energy strengths in Ubase.

Interactions occurring between the nnnat nonnative contact

pairs (including mismatched basepairs) are assigned to Unnat.

This is a purely repulsive, excluded-volume contribution

(a Weeks-Chandler-Anderson interaction) characterized by

a single energy scale 3. As such, Unnat imparts an energy

penalty to the system as interparticle separations rij fall

below a cutoff length scale rcoff, but otherwise does not

contribute to the stability of the system. In the case of mis-

matched basepairs, rcoff ¼ 1.00 Å. In all other cases, rcoff ¼
6.86 Å, which corresponds to a mean pairwise separation.

The length scale for which the potential vanishes is given

by s0 ¼ 2�1/6rcoff.

The remaining two contributions to the force field are

related to the solvent of the system. In this work, we focus

on aqueous salt (NaCl) solutions of DNA, and simulate

such systems through a simple, implicit solvent approach.
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More specifically, electrostatic contributions, Uelec, are

treated at the level of Debye-Hückel theory and account

for interactions involving the nelec pairs between phosphate

sites i and j that do not enter into Ubend. The Debye length,

lD, which defines the spatial extent of charge screening at

an interparticle separation rij, is given by

lD ¼
�

e0eðT;CÞ
2bNAe2

cI

�1=2

; (10)

where e0 is the permittivity of free space, e(T, C) is an effec-

tive dielectric constant, b is the inverse thermal energy of the

system (kBT)�1, NA is Avogadro’s number, ec is the elemen-

tary charge, and I is the ionic strength of the solution. The

dielectric constant specialized here for aqueous salt solu-

tions, e(T, C), includes a dependence on temperature, T,

and salt concentration, C, both of which have a direct bearing

on the polarizability of water. A decomposition of the effec-

tive dielectric constant into a product of contributions has

been suggested in the literature (35) according to

eðT;CÞ ¼ eðTÞaðCÞ; (11)

where e(T) is the static (zero-frequency) dielectric constant

at absolute temperature T (in Kelvin), and a(C) is the salt

correction for a solution with molarity C in NaCl (which is

the monovalent salt we consider in our studies). These

contributions are given by

eðTÞ ¼ 249:4� 0:788 T=K þ 7:20 � 10�4ðT=KÞ2;
(12)

and

aðCÞ ¼ 1:000� 0:2551 C=M þ 5:151

� 10�2ðC=MÞ2�6:889 � 10�3ðC=MÞ3: (13)

(Note that a linear approximation for the zero-frequency

dielectric constant of water with increasing temperature

was published early on in (36), and is given by the expres-

sion e(T) ¼ 80 � 0.4(T � 293.15) where T is in Kelvin;

this expression underestimates the value of the dielectric

constant by up to ~20%.) The expression for e(T) in Eq. 12

is a quadratic regression of the tabulated data presented for

the zero-frequency dielectric constant of water in Fernández

et al. (37). The liquid phase data covers a temperature span

from 275 K to 370 K, at 0.1 MPa, corresponding to a broader

spectrum of data than that presented in Stogryn (35). We

note that Catenaccio et al. (38) have implemented a modifica-

tion in Onsager’s equation to obtain an expression of the

dielectric constant as a function of dipole moment and

density. However, we present a simple empirical expression,

which pools a vast amount of available experimental data for

the dielectric constant of water using a range similar to that

reported in Catenaccio et al. (38). The fit yields a residual

standard deviation of 0.04 in the dielectric constant. The

expression which corrects for salt effects is taken directly
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from Stogryn (35), with no extension done to account for the

data used to determine e(T).

Finally, the solvent-induced contribution, Usolv, is a novel

addition introduced in the 3SPN.1 force field meant to repre-

sent (implicitly) many-body effects associated with the

arrangement of water during the reversible denaturation of

DNA. This ad hoc contribution is fully consistent with attrac-

tions seen in experiments due to correlations of electrostatic

origin (39–42). Such interactions have been explained theo-

retically with various models (42–47), and are responsible

for the association of dsDNA into bundles in the presence

of multivalent ions. The more fundamental step of association

involving complementary ssDNA remains elusive in the

context of molecular-based descriptions. However, the utility

and reliability of implicit solvent treatments, such as the one

used here, continue to be illustrated in recent studies (22,48).

The contribution Usolv is represented through a Morse-like

interaction characterized by an energy scale 3s and an inter-

particle separation rij, while the spatial range of the potential

is controlled by a length scale a�1, with a potential energy

minimum set to rs. Solvent-induced interactions enter into

Usolv through all possible nsolv interstrand sugar site pairs.

This contribution is chosen to be compatible with the molec-

ular geometry of DNA (namely, the sugar-sugar interstrand

separation). Since the solvent-induced interaction embodies

solution effects, it should depend on chain density, chain

length, and electrolytic conditions.

To obtain the dependence of energy scales on solvent-

induced interactions, extensive simulations of a set of short

oligonucleotides were used to parameterize the force field

on the basis of comparisons to experimental denaturation

temperatures (systems and methodology will be presented

under Replica Exchange Simulations in the next sections;

here, only results relevant to the force field are summarized).

First, the force field was parameterized against chain length

for fixed composition (see Fig. 1 A). Next, electrostatic effects

on the denaturation temperature were investigated by fixing

the chain length, but varying the ionic strength (see Fig. 1

B). The resulting energy scales were fit to simple nonlinear,

asymptotic functions. The interaction strength as a function

of chain length can be described with the simple expression

3N ¼ 3N



1� ½1:40418� 0:268231 Nnt��1

�
; (14)

where 3N¼ 0.5049823, while the ionic strength contribution

is given by

AI ¼ 0:474876
�

1 þ
�

0:148378 þ 10:9553½Naþ �
�1
	
:

(15)

By construction, and as shown below, the energy scales and

functional forms of Eqs. 14 and 15 yield very good agree-

ment between the melting enthalpies and heat capacities pre-

dicted by our model and experiment.

To combine the information from Eqs. 14 and 15, we

investigated the parameterization of 3s at different values
of Nnt as a function of salt concentrations 0.069 M <
[Naþ] % 0.220 M. Those results are reported in Fig. 2

and suggest that with the exception of Nnt ¼ 10, the energy

strength for the solvent-induced contribution, which is

sensitive to the number of nucleotides for Nnt ( 30 and

salt concentration for [Naþ] ( 0.75 M, can be approxi-

mated as 3s z 3N,AI with 3N being a numerical prefactor

and AI serving as a universal function.

The set of parameters that enter into the 3SPN.1 force field

is summarized in Table 1. Details pertaining to the molecular

geometry of the model and additional constraints used in the

original formulation can be found elsewhere (20). (We once

again alert the reader that an entry from Table III in Knotts

et al. (20) was unintentionally omitted, and that the missing

entry is the dihedral angle S(30)-P-(50)S-Gb, with a value of

50.66�.) In the remainder of this work, we review the

methods used to parameterize the model, followed by

a presentation of results and a brief discussion.

10 15 20 25 30 35
N

0.4

0.5

0.6

0.7

N
 [

kJ
/m

ol
]

A

0.0 0.2 0.4 0.6 0.8 1.0
[Na

+
] M

0.5

0.6

0.7

0.8

0.9

1.0

A
I

B

FIGURE 1 Energy strength of the solvent-induced interaction. (A) Depen-

dence on chain length in [Naþ] ¼ 0.069 M. (B) Dependence on ionic

strength for Nnt¼ 15. Results from exploratory simulations (circles) and cor-

responding nonlinear regressions (dashed lines) are also shown. For long

chains (Nnt T 30) and high ionic strength ([Naþ] T 1 M), both contributions

saturate to a limiting value.

Biophysical Journal 96(5) 1675–1690
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PROBLEM OF FOCUS AND METHODS

Denaturation in DNA is a reversible process. Duplexed DNA dissociates

into ssDNA when interstrand hydrogen bonds break and base-stacking inter-

actions are destabilized. This process can be induced by applying heat, or by

altering solvent conditions. A key system variable in applications dealing

with the handling of DNA is the denaturation or melting temperature, Tm,

defined as the temperature when half of the basepairs have dissociated

(opened) in dsDNA. In general, Tm depends on several factors, including

chain length, base composition (through base-stacking and hydrogen-

bonding interactions), topological conditions, and buffer composition (ionic

strength and pH). In the case of heat-induced denaturation, ssDNA can be

renatured into dsDNA by annealing the system, with a maximal rate attained

at ~25 K below Tm (49), provided solvent conditions are appropriate. Several

physical changes occur when DNA denatures, including a hyperchromic

response at a wavelength of 260 nm, an increase in the buoyant density,

a decrease in the viscosity of the system, and an increased negative optical

rotation of the solution. Theoretical and numerical studies have concluded

that DNA denaturation is a first-order phase transition (50,51).

0 0.05 0.1 0.15 0.2 0.25
[Na

+
] M

0.3

0.4

0.5

0.6

0.7
s [

kJ
/m

ol
]

FIGURE 2 Study on combining the effects of chain length and ionic

activity on the solvent-induced interaction. Data are presented for Nnt ˛
(10, triangles; 15, circles; and 20, squares). To obtain energy scale profiles

for other systems, the reference system (Nnt¼ 15) AI is rescaled with respect

to the energy strength 3N of the corresponding chain length in [Naþ]¼ 0.069

M (dashed lines). With the exception of the shortest chain studied, the

approximation 3s z 3NAI holds, with 3N being a numerical prefactor and

AI serving as a universal curve.

TABLE 1 Force-field parameters

Parameter Value Units

3 0.769856 kJ$mol�1

3AT 2.0003 kJ$mol�1

3CG 2.5323 kJ$mol�1

3s System-dependent kJ$mol�1

k1 3 kJ$mol�1$Å�2

k2 1003 kJ$mol�1$Å�4

kq 14003 kJ$mol�1$rad�2

kf 283 kJ$mol�1

a�1 5.333 Å

rs 13.38 Å

sij Pair-dependent Å

sAT 2.9002 Å

sCG 2.8694 Å

s0 (mismatch) 1.00$2�1/6 Å

s0 (otherwise) 6.86$2�1/6 Å

Biophysical Journal 96(5) 1675–1690
The chemistry of DNA is relatively extensive, and parameterization of

any coarse-grain force field can be relatively involved. In this work, we

parameterize the 3SPN.1 force field with respect to the following four

aspects of DNA behavior: 1), CG content; 2), chain length; 3), ionic activity;

and 4), intramolecular interactions. The first three aspects were treated by

introducing adjustments to the 3SPN.0 force field, while the last item was

addressed with the inclusion of a novel, solvent-induced interaction. Intra-

molecular interactions (bends and torsions) have been adjusted to improve

agreement with the experimentally observed persistence length of DNA.

Model parameterization is performed in the context of denaturation temper-

atures for a set of short B-form oligonucleotides (of varying fraction of CG

content, fCG, chain length, Nnt, and ionic strength, [Naþ]) using data from

Owczarzy et al. (34,52). These systems are listed in Table 2. The method

employed in this study is replica exchange molecular dynamics (REMD).

Langevin dynamics (LD) simulations have been employed to effectively

map simulation time to real time. Persistence length calculations have

been carried out to test the ability of the 3SPN.1 force field to capture

mechanical properties of DNA. (For these studies, DNA sequences of enter-

obacteria phage-l have been used, the identities of which are specified later

in Table 5.) In the remainder of this work, we discuss each of the techniques

used in our study, followed by results and comments.

Replica exchange simulations

As mentioned above, the denaturation temperature Tm of DNA is deter-

mined through replica exchange molecular dynamics (REMD) simulations

in temperature. In the context of our work, we take advantage of the

canonical ensemble data that are borne out of the calculation to determine

the number of basepair contacts that dissociate as a continuous function of

temperature, using the weighted histogram analysis method (WHAM)

(53). These results are then used to obtain the melting curve, from which

Tm can be calculated.

Our REMD is set up following the scheme of Rathore et al. (54). First, for

a given system, a range of temperatures is selected to yield fully renatured

and denatured DNA (roughly encompassing 180 K ( T ( 480 K), where

replicas (seven to eight, in our case) are assigned within that range. Rela-

tively short runs are performed on these samples to determine the average

potential energy and its second moment at the temperature of each replica,

subsequently interpolating between temperatures using WHAM. Then,

using Eq. 15 of Rathore et al. (54), temperature allocation is determined

for the replicas, taking care to allow Tm to be roughly at the middle of the

range. Each replica is spaced such that the exchange acceptance ratio

between neighboring replicas is ~0.30, which corresponds to a value of

2½hUðTiÞi � hUðTi�1Þi�h�
DUðTiÞ2

�1=2þ
�
DUðTi�1Þ2

�1=2
i ¼ 1:5: (16)

In this expression, hU(Ti)i is the average value of the potential energy at the

temperature of the ith replica, and hDU(Ti)
2i1/2 is the corresponding standard

deviation.

To implement the REMD simulation, an equilibrated configuration is

placed in each replica, ensuring that the configuration corresponds to the

TABLE 2 Series of short oligonucleotides

Nnt fCG Sequence (50to30)*

10 0.2 ATC AAT CAT A

15 0.2 TAC TAA CAT TAA CTA

15 0.4 AGT AGT AAT CAC ACC

15 0.6 CGC CTC ATG CTC ATC

15 0.8 GCG TCG GTC CGG GCT

20 0.2 TAT GTA TAT TTT GTA ATC AG

30 0.2 TTA TGT ATT AAG TTA TAT AGT AGT AGT AGT

*Empirical data from Owczarzy et al. (52).
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system conditions of the ith replica. Each replica is then evolved indepen-

dently and simultaneously at the corresponding temperature Ti. An exchange

between adjacent replicas is proposed on a timescale sufficiently long for the

thermostat to stabilize the system to sample a new set of conditions (55).

When an exchange is proposed, momenta are uniformly rescaled according

to the scheme described in Sugita et al. (56) and Nymeyer et al. (57). An

attempt to exchange configurations {rg} and {rd} between neighboring

replicas i and j, respectively, is accepted according to Metropolis acceptance

criteria, given by

Paccði4jÞ ¼ min
�
1; eD

�
; (17)

where

D ¼ bi

�
UiðfrggÞ � UiðfrdgÞ

�
� bj

�
UjðfrggÞ � UjðfrdgÞ

�
;

(18)

with bi ¼ (kBTi)
�1. Note that this form of the acceptance criteria differs

slightly from standard REMD methods in that the potential energy of the

exchanged coordinates must be evaluated during a proposed exchange

(56). This is needed since the potential energy function across different

replicas varies due to the temperature-dependent dielectric constant (see

Eq. 7). By following the velocity rescaling approach in Sugita and Okamoto

(58), kinetic energy contributions in the acceptance criteria based on the

Hamiltonian of the system cancel out, thus recovering the one used in stan-

dard Monte Carlo (MC) schemes. This arrangement allows one to sample

canonical ensemble distributions from REMD simulations (56).

At the conclusion of the REMD simulation, data from each replica are

collected and analyzed with WHAM (53). The main result of this calculation

is the density of states for the system determined through an iterative proce-

dure. The density of states is then used to determine the expectation value of

the fraction of dissociated interstrand basepairs, (1 � F), as a continuous

function of temperature to obtain the melting curve, and ultimately, Tm.

Real-time mapping

In any coarse-graining approach, the replacement of atoms with effective

sites reduces the number of degrees of freedom present in the original

system. This leads to an averaging of timescales that must be mapped to

account for the loss of frictional forces present in the atomistic representa-

tion. One way of addressing this issue is by taking empirical observations

of the molecular (self) diffusion coefficient Ds, and finding the correspon-

dence between simulation time and real time with the use of Langevin

dynamics (LD) simulations.

The formulation of the LD scheme for mapping time requires a definition

for the force acting on the ith particle, positioned at a point r, which reads

fiðrÞ ¼ �VUiðrÞ � gipiðtÞ þ giðtÞ ¼
dpiðtÞ

dt
: (19)

In Eq. 19, fi(r) is the total force acting on the particle, �VUi(r) is the force

arising from the force field, gi is a damping constant (in units of reciprocal

time), pi(t) is the momentum of the particle, and gi(t) represents a random

force. The random force satisfies the conditions

hgiðtÞi ¼ 0 (20)
and D

giðtÞgjðt0Þ
E
¼ 2gimidij

b
dðt � t0Þ; (21)

where mi is the mass of the ith particle. Diffusivity data enter the LD

formalism through gi. Starting with the Einstein relation,

Ds ¼
1

bxs

; (22)

a molecular friction coefficient xs is determined and distributed equally

among all coarse-grain sites N, such that
Ds ¼
1

b
PN

i¼ 1 xi

; (23)

where xi is the friction coefficient of the ith coarse-grain site. The develop-

ment presented above permits calculation of a mass-independent friction

coefficient for the ith bead, which corresponds a chemical moiety in

DNA. Although this approach provides the correct molecular translational

diffusion of DNA, the implicit-solvent approach used is not designed to

capture faster local intramolecular dynamics. The motivation here to focus

on molecular diffusivity is that it corresponds to one of the slower modes

of motion of DNA (59). The damping constant per bead is then simply gi

¼ xi/mi, thereby providing a connection between the LD scheme and diffu-

sivity data. In our calculations, we have implemented Eq. 19 using the prop-

agator developed by Bussi and Parinello (60) for LD, which is implemented

here as a velocity Verlet integrator.

Once a trajectory has been obtained from an LD simulation, the mean-

square displacement can be computed as hDr2(t)i ¼ hjr(t) � r(0)j2i, where

r(0) is the center-of-mass coordinate of the molecule at t¼ 0. At sufficiently

long times, the mean-square displacement scales linearly with time, yielding

Fickian diffusion,

lim
t/N

�
Dr2ðtÞ

�
¼ 6Dst: (24)

Under these conditions, suitable values of hDr2(t)i can be extracted from

the mean-square displacement curve and a relationship between simulation

time and real time can be established using the experimental data for Ds and

the time step used to integrate the equation of motion.

Persistence length

One of the several aims of our coarse-grain model for DNA is to reproduce

mechanical properties, such as molecular rigidity, quantified in our study

through the persistence length. From experiments, it is known that the per-

sistence length for dsDNA is lp
ds ~ 50 nm (61), whereas that of ssDNA is

lp
ss ~ 2 nm (62,63). To capture these length scales, long oligonucleotide

sequences from the enterobacteria phage-l genome were simulated with

an LD integrator. Although several definitions exist for the persistence

length (64), it is calculated here through the orientational correlation

function,

hûð0Þ , ûðsÞi ¼ e�s=lp : (25)

This choice is motivated by the fact that our simulation data obey an expo-

nential decay, as shown below, and the fact that it is often used to reduce

empirical data, thereby enabling us to make direct contact with experiments.

In Eq. 25, the path of the chain is parameterized by the position along the

chain s; ûðsÞ is the unit tangent vector to the chain at s. In the limit in which

s is defined continuously, this expression recovers the correlation function of

the wormlike chain model (65), which has been used in a number of studies

to describe DNA mechanical and statistical properties (66). In the context of

DNA, the path s is defined by the set of chain segments between distinct

interaction sites where DNA undergoes a complete helical turn, i.e., all intra-

strand sugar sites located ten nucleotide units away from a reference sugar

site (20). By defining units in this manner, the inherent twist of the DNA

backbone is averaged out while the net variation in the molecular orientation

is captured.

The persistence length in DNA exhibits a dependence on the ionic

strength of the solution. Although it is usually understood that DNA

becomes more flexible with increasing salt concentration (due to an

enhanced shielding of repulsive phosphate-phosphate interactions), the issue

of whether to attribute the stiffness to electrostatics alone has not been fully

resolved (67). A reasonable representation for the dependence of persistence

length on ionic strength is attained by using the nonlinear Poisson-Boltz-

mann theory for uniformly charged cylinders (68),

Biophysical Journal 96(5) 1675–1690
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lp ¼ lp0 þ lpe ¼ lp0 þ
1

4lB=l2
D

; (26)

where the total persistence length is taken as the sum of a nonelectrostatic

length scale lp0 and an electrostatic length scale lpe. The electrostatic contri-

bution is accounted for by the Debye length, lD, and the Bjerrum length,

lB ¼
1

8pl2
DNAI

; (27)

where the relevant variables have been defined in Eq. 10. This treatment

has been shown to describe experimental data for the dependence of DNA

flexibility on ionic strength (61).

Persistence length calculations are demanding: long chains are required to

capture the equilibrium mechanical behavior of molecules for multiple

persistence lengths and the corresponding relaxation times are necessarily

long. In an effort to address these difficulties, a trajectory was additionally

subjected to MC pivot moves (69) in a hybrid MC/LD scheme (70). Pivot

moves allow the system to undergo global molecular rearrangements in

a relatively short amount of time. Upon selecting a backbone bead (a sugar

or phosphate moiety) at random to serve as a pivoting site, a chain segment is

defined to extend from this chosen site to either the 50– or 30–end of DNA

with equal probability. The segment is then rotated clockwise or counter-

clockwise by an angle about one of the three space-fixed axes chosen at

random. Post-move coordinates are generated with the direction cosine

method and the angular momentum of the system is reset to zero. The

move is accepted according to Metropolis acceptance criteria,

Paccði/jÞ ¼ minf1; exp½ � bDU�g; (28)

where DU ¼ Uj � Ui denotes the difference in potential energy between the

final j and initial i configurations, respectively. The hybrid scheme above is

used to determine the persistence length of the proposed model of DNA as

a function of Nnt and [Naþ].

RESULTS AND DISCUSSION

Here we present results for the techniques developed in the

previous section. First, we discuss our REMD results for

short oligonucleotides. We then address the dynamics of

the model and the mapping between real and simulated

time. Finally, we present results for the persistence length

TABLE 3 Results for Tm from REMD for the series of short

oligonucleotides

Nnt fCG M[Naþ] Tm, obs* Tm, sim

10 0.2 0.069 294.4 296 5 1

0.119 297.6 298 5 3

0.220 301.0 301 5 2

15 0.2 0.069 308.4 309 5 2

0.119 313.6 313 5 3

0.220 317.2 318 5 3

0.621 322.4 320 5 3

1.020 324.2 324 5 2

0.4 0.069 317.4 317 5 2

0.6 0.069 326.0 325 5 3

0.8 0.069 338.0 340 5 3

20 0.2 0.069 317.6 316 5 3

0.119 320.8 322 5 3

0.220 325.8 324 5 3

30 0.2 0.069 323.8 324 5 4

*Empirical data from Owczarzy et al. (52).
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of DNA in the context of long sequences obtained from

the genome of enterobacteria phage-l.

Replica exchange simulations

Systems considered in the parameterization of the model are

listed in Table 2; these are expressed in terms of chain length,

Nnt, and fraction of CG content, fCG. A four-chain Nosé-

Hoover thermostat with an integration time step of 5 fs

was used in all REMD simulations. An equilibration period

of ~2.5 ns was followed by production runs consisting of

50–200 ns, depending on chain length. Exchanges between

adjacent replicas were attempted every 50–100 ps. The corr-

esponding melting temperatures, Tm, determined from

WHAM as a function of [Naþ] are presented in Table 3.

Data were pooled from 10 independent realizations. As

mentioned earlier, Tm is defined as the point when the frac-

tion of denatured interstrand basepairs, (1 � F), is one-

half, as determined from melting curves (see below). In

Fig. 3 A, a linear regression analysis of Tm as a function of
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f
CG
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T
 [

K
]
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+
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B

FIGURE 3 Comparison of REMD results with experimental data. (A) Tm

as a function of chain composition for Nnt ¼ 15 in [Naþ] ¼ 0.069 M for the

systems studied in Table 2 (triangles, dotted line) and data from Owczarzy

et al. (52) (diamonds, solid line), where lines are the corresponding linear

regressions. (B) Tm as a function of [Naþ] for Nnt ¼ 15 and fCG ¼ 0.2.
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FIGURE 4 Representative molecular

trajectories in T-space obtained from

REMD simulation. The eight replicas

used in the realization are shown for

Nnt ¼ 20 in [Naþ] ¼ 0.220 M. In

each panel, the upper portion is T
normalized by the highest replica

temperature, Thi. For reference, Tm is

also shown (dashed line). The lower

portion of each panel shows the corre-

sponding value of F.
fCG is provided for the Nnt ¼ 15 system in [Naþ] ¼ 0.069 M.

As can be seen, there is good agreement between results of

simulations and experimental data. In Fig. 3 B, a comparison

between Tm and the effect of increasing ionic strength is

given, where reasonable agreement between simulation and

experiment is also observed.

To ensure that the REMD scheme is, effectively, sampling

energy regions in the vicinity of the phase transition, we

examined closely the trajectory that each molecule follows in
temperature space. In Fig. 4, we present a typical set of replicas

from one realization. As can be seen in that figure, each molecule

displays at least one denaturation or renaturation event. More-

over, there is a strong correlation between temperature and the

fraction of denatured bases; as T increases, so does (1 � F).

Note that, from the outset, replicas were spaced in temperature

such that the acceptance ratio would be ~0.30. The percentages

of accepted exchanges between neighboring replicas, presented

in Table 4, are consistent with our constraints.

Biophysical Journal 96(5) 1675–1690
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In nucleic acids, base-stacking interactions promote the

extension of an existing duplex tract rather than the forma-

tion of a new one (71), which leads to a cooperative response

when the system is subjected to a perturbation. More specif-

ically, cooperativity (a local effect) is expected to sharpen the

denaturation transition (a global effect). Depicted in Fig. 5 A
are melting curves for three systems of increasing chain

length, but otherwise prepared under identical conditions.

Shown in Fig. 5 B are the corresponding isochoric heat

capacities, Cv, for each system. Profile widths and magni-

tudes of heat capacities are consistent with experiments

(72,73). Although some discrepancy is expected because

coarse-grain models which implicitly account for many-

body effects tend to underestimate transition barriers

(74,75), the process of reversible denaturation is captured

well. For instance, the model exhibits a sharper transition

for a larger DNA chain (Nnt ¼ 30) when compared to that

of smaller molecules (Nnt ¼ 10,20). This signature is one

of cooperativity, and has been observed experimentally in

denaturation studies traced with UV absorption, optical

rotation, or force-extension studies (71). Moreover, the maxi-

mal response in Cv can be inferred from bimodal energy

distributions in REMD data for Tm, as shown in Fig. 5 C.

As an independent measure of our REMD-WHAM

estimates of Tm, we also performed simple LD simulations

on select DNA systems. In particular, Fig. 6 shows results

for the Nnt ¼ 15 system with fCG ¼ 0.4 in [Naþ] ¼
0.069 M. Greater than 100 independent realizations were

simulated for each of the three selected temperatures, namely

301 K (small extent of denaturation), 317 K (at the transi-

tion), and 333 K (large extent of denaturation). From these

calculations, we determined (1 � F) and made comparisons

with the results from the REMD calculation. Within the

statistical uncertainty of our simulations, the agreement

between the REMD melting curve and straight LD simula-

tions is satisfactory.

After having parameterized the 3SPN.1 force field for

a mesoscale model capable of describing melting in DNA,

it is of interest to examine in some detail the molecular

process of renaturation. Shown in Figs. 7 and 8 is a sequence

of configurations corresponding to a renaturation event,

wherein a molecule starts in high-temperature space and

ends up sampling regions of low-temperature space. In the

renaturation event, it is observed that the initial encounter

TABLE 4 Acceptance ratio between neighboring replicas for

Nnt ¼ 20 in [Naþ] ¼ 0.220 M

Ti 4 Tiþ1 [K] Acceptance ratio

224.1 4 248.8 0.274

248.8 4 275.9 0.268

275.9 4 303.8 0.295

303.8 4 325.8 0.255

325.8 4 348.4 0.336

348.4 4 391.4 0.254

391.4 4 441.2 0.272

Biophysical Journal 96(5) 1675–1690
may not be optimal to promote complete reassociation

(e.g., DNA strands might exhibit a perpendicular orientation

with one another). As solvent-induced attractions and
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FIGURE 5 DNA denaturation becomes cooperative with increasing chain

length, as evidenced by a sharper response in the transition. (A) (1 � F) as

a function of T normalized with respect to Tm. (B) Cv as a function of T. Data

are for Nnt ˛ (10, dashed line; 20, solid line; and 30, dot-dashed line), for

fCG ¼ 0.2 in [Naþ] ¼ 0.069 M. (C) Probability distributions of energy

from five of ten realizations for the Nnt ¼ 20 system. (From left to right,

T ¼ 220, 247, 272, 298, 316, 338, 378, and 408 K.) At Tm ¼ 316 K, the

system exhibits an evident bimodal probability distribution (dashed curves).
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repulsive electrostatic interactions arising from phosphate

sites promote jostling between DNA strands, complete

molecular reorientation is facilitated, at which point partial

molecular recognition sets in (i.e., a nucleation step). Subse-

quently, renaturation proceeds rapidly so long as the temper-

ature of the system is sufficiently low to yield duplexed

DNA.

The mechanism borne from our model is consistent with

the understanding extracted from experiments. In general,

renaturation is believed to involve two main steps: the initial

formation of a nucleation complex (the rate-limiting step of

a second-order kinetic reaction) (49) followed by a fast

zippering stage that accomplishes full complementarity

(59). Moreover, it is currently thought that the initial associ-

ation complex is unstable, tending to completely seal or

dissociate depending on the system temperature (59).

Several experimental studies can be found in the literature

that support the second-order kinetics mechanism (76).

We comment that a limitation in our current parameteriza-

tion concerns the treatment of long, highly repetitive (homo-

geneous) sequences of DNA, such as 50–[AT]n–30 or

50–[A]2n–30, and the corresponding CG sequences. A brief

study on these systems indicates that the force field tends to

overestimate the denaturation temperature. This effect is

presumably caused by the regularity of the sequence such

that a radial, isotropic potential is too permissive to account

for the stringent directional requirements involved in

hydrogen bonding. The sequences chosen for the parameter-

ization have been relatively heterogeneous, and the potential

we have arrived at captures melting effects rather well. The

proposed force field is thus likely to perform well in most

cases of biological interest, where short homogeneous

sequences are flanked by heterogeneous segments. Under

these circumstances, an interplay between base mismatches
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FIGURE 6 Assessing data from the melting curve obtained by REMD.

The Nnt¼ 15 system with fCG¼ 0.4 in [Naþ]¼ 0.069 M was used as a repre-

sentative case. Shown are data from >100 independent realizations using

LD (circles) with corresponding error bars, and data from REMD treated

with WHAM (line).
offsets the permissive nature of hydrogen-bonding interac-

tions to the extent that thermal effects can be described

accurately. However, to treat highly regular sequences of

DNA would require an adjustment of energy strengths for

basepairing, or the inclusion of angular dependence in Ubase

at the expense of computational expediency.

Real-time mapping

To map simulation time to real time, we have used the

experimental measurements of Eimer and Pecora (77) for

the 20-basepair oligonucleotide,

50 � CGTACTAGTTAACTAGTACG� 30; (29)

performed in a phosphate buffer with [Naþ]¼ 0.100 M. This

system is characterized by Ds ¼ 1.086 � 10�10 m2 s�1 at

room temperature. We obtained an estimate of xi from

Eq. 23 by mapping the DNA system to the corresponding

N ¼ 118 beads of our model. Using this value of xi to

compute the respective damping constants entering into

Eq. 19, we then evolved the system. The LD integrator

was tested with several time steps by performing the

corresponding time-mapping. From these studies, it was

determined that the maximum time step that can be used,

while allowing the system to remain stable, corresponds to

~30 fs, representing a significant gain in comparison to

atomistic computations, which typically require a time step

of 1 fs. The variation of the Hamiltonian (Fig. 9 A) and the

root mean-square deviation (Fig. 9 B) are used as stability

indicators for the integrator at different time steps.

Although the calibration of the simulation time step requires

diffusivity data for each system of interest (given that the

friction coefficient will vary according to solvent conditions),

extensions are possible under certain circumstances. Provided

FIGURE 7 Time series data for a renaturation event in DNA. The Nnt¼ 15

system with fCG¼ 0.2 in [Naþ]¼ 0.119 M was used as a representative case.

Shown in the upper portion of the panel are selected instances (vertical lines)

of T (thick line) for the analysis of the renaturation event; for reference, Tm is

also shown (dashed line). The corresponding value of F in the time series is

shown in the lower portion of the panel.
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that solvent conditions are equivalent, oligonucleotides of

identical length can be treated with the same diffusivity,

since there appears to be no sequence dependence provided

a rodlike conformation holds in solution (78). The rigid

cylinder description of Tirado-Garcia de la Torre captures

well the diffusivity for oligonucleotides of low aspect ratio

in the dilute, high-salt regime (77). For other solvent condi-

tions, the viscosity of the solvent, as it relates to the friction

FIGURE 8 Configurations for the

instances specified in Fig. 7. The back-

bone of each strand has been shaded

differently and nucleic base moieties

have been depicted as shapes as a guide

to the eye. The sense strand (lighter

chain) is shown with its complement

(darker chain), with the nucleic bases

adenine (bowtie), thymine (sphere),

cytosine (cone), and guanine (cylinder).

The instances selected in T-space from

Fig. 7 are referenced from left to right

as A–L. Initially, ssDNA molecules

are found at a significant separation

(A and B). As the system samples lower

T, the formation of dsDNA is favored.

The process first emerges with chains

approaching closely (C and D), until

a nucleation event sets in panels E–G,

such that strands can associate to yield

dsDNA (H). When the system tran-

siently samples higher T, dsDNA is

destabilized (I and J). As the system

returns to lower T, dsDNA emerges

again (K and L).
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coefficient entering Eq. 22, must be taken into account.

Temperature effects in aqueous solution can be accounted

for through empirical relations as a first-order approximation

(79). The effect of ionic strength can be considered through

scaling laws that account for electrophoretic effects (80).

Finally, in the infinitely dilute limit, a thermodynamic pre-

factor can be applied to Eq. 22, where the equivalence of

mutual diffusion and self-diffusion holds (81).

Persistence length

Persistence length calculations were performed on a series of

enterobacteria phage-l excision fragments from a digest with

the TaqI restriction enzyme. The systems considered in this

work are characterized in terms of the CG content, fCG, and

the basepair number range within the genome in Table 5,

along with the results from computer simulations of the

persistence length for ssDNA (lp
ss) and dsDNA (lp

ds). Simu-

lations were performed with an LD integrator using a time
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FIGURE 9 Stability of the LD integrator. (A) Hamiltonian (H) of

the system. (B) Root mean-square deviation (RMSD) of configurations.

Data are presented as a function of time t normalized by the simulation

time step Dt ˛ (5 fs, solid line; 10 fs, heavy dashed line; and 30 fs,

dot-dashed line).
step of Dt ¼ 0.02 ps. Pivot moves were performed every

5 ps using the scheme previously described.

Empirically, dsDNA is observed to exhibit a persistence

length lp
ds ~ 50 nm at T ¼ 300 K in [Naþ] ¼ 0.150 M

(61). For these same conditions, our model yields 45 nm

( lp
ds ( 56 nm, which is in reasonable agreement with

experiments. A representative set of data used to determine

lp
ds is shown in Fig. 10 A, where a spread in the exponential

decay of spatial correlations is evident, as has been previ-

ously observed (20,61). Chain lengths of Nnt ¼ 144, 250,

538, and 1144 were used for our analysis of dsDNA.

The model also captures qualitatively the trend that for

ssDNA, the persistence length is shorter than that of dsDNA.

From experiments, lp
ss ~ 2 nm (62,63), whereas our present

parameterization yields 11 nm ( lp
ss ( 12 nm for the same

aforementioned experimental conditions of dsDNA. Chain

lengths of Nnt ¼ 68, 144, and 250 were used in our analysis

of ssDNA.

To explore the ability of our model to capture the depen-

dence of persistence length on ionic strength, a series of six

simulations at T ¼ 300 K for increasing salt concentration

was used. The results are shown in Fig. 10 B. The data

were fit after Eq. 26, with a bare persistence length of

lp0 ¼ 40 nm, a value consistent with our previous findings.

Our model captures reasonably well the dependence that

the persistence length has on ionic strength.

SUMMARY

We have extended a coarse-grain model for DNA (20), to

capture the helix-coil transition. The formulation represents

each of the chemical moieties (sugar, phosphate, and nitroge-

nous base) as a united-atom interaction site, thereby resolving

the nucleotide sequence of a given sample of DNA. Solvent is

accounted for through an effective dielectric constant depen-

dent on ionic activity and temperature, in which electrostatic

interactions are treated at the level of Debye-Hückel theory.

A novel component is a soft, solvent-induced attraction which

partially brings about the single-to-double stranded transition.

Physically, this contribution takes into account implicitly the

presence of solvent degrees of freedom. Collectively, these

extensions represent the 3SPN.1 force field.

TABLE 5 Persistence length determinations

Nnt fCG 50-Base 30-Base [Naþ] M lp
ss [nm] lp

ds [nm]

68 0.529 43826 43893 0.150 12 5 1 —

144 0.528 577 720 0.150 11 5 1 42 5 4

250 0.472 31157 31406 0.005 — 93 5 5

0.010 — 68 5 4

0.025 — 53 5 3

0.050 — 45 5 6

0.100 — 40 5 2

0.150 12 5 3 45 5 6

538 0.541 18668 19205 0.150 — 52 5 2

1144 0.575 2474 3617 0.150 — 56 5 2
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The model has been parameterized as a function of chain

length, chain composition, and ionic activity (with respect to

NaCl) in aqueous solution. The solvent-induced interaction

has been calibrated for varying conditions, the strength of

which is found to approach an asymptotic value in the limit

of large chains and of high-salt concentration. REMD simu-

lations have been used to parameterize the model against

empirical data. A mapping of timescales for our coarse-grain

representation to real time has been accomplished with LD

simulation and available experimental diffusivity data. The

ability of the model to reproduce mechanical properties has

also been tested in capturing the persistence length of ssDNA

and dsDNA.

To our knowledge, the treatment presented in this work is

the first of its kind to capture renaturation of ssDNA in the

context of computer simulations. Since many biological

and technological processes depend on controlling the topo-

logical conditions of DNA, this model should be useful in
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FIGURE 10 Persistence length calculations. (A) Plot of the orientational

correlation function as a function of chain position, s, for Nnt ¼ 250 dsDNA

in [Naþ] ¼ 0.150 M. Data are shown for 10 independent realizations (dia-

monds), the average of the realizations (solid line), and the nonlinear regres-

sion of Eq. 25 (dashed line). (B) Effect of ionic strength on persistence

length for Nnt ¼ 250. Simulation data (circles) were fit according to Eq.

26, with lp0 ¼ 40 nm (dashed line).
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addressing problems related to the exploration of conditions

that are meant to optimize the presentation of nucleic acids in

a specific form. In addition, the modeling of biological

processes is expected to be more realistic since information

from the single-to-double stranded transition is built into

the model. The computational advantage of this formulation

is significant given that solvent and solution ions are

accounted for in an implicit manner, while inherent electro-

static interactions between phosphate sites in DNA are still

represented explicitly.

The 3SPN.1 force field has entailed parameterization

to capture the reversible denaturation of DNA through

REMD simulation. Future work along our line of research

will include the determination of free energies associated

with the phase transition of denaturation and the character-

ization of reaction kinetics through transition path sampling.

In the realm of improving our implicit solvent model, an

extension which takes explicit account of counterions and

solution ions will also be accomplished. A thorough study

relating our mesoscale formulation to that of molecular

mechanics models of DNA will be undertaken, in an effort

to describe the extent to which our construct captures

sequence-specific information, such as that related to DNA

regions where the flexibility of the double-helix is very

different on a local scale. This problem is of great biological

relevance in the context of DNA-protein association.
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