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Ion Selectivity in the KcsA Potassium Channel from the Perspective
of the Ion Binding Site
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ABSTRACT To understand the thermodynamic exclusion of Naþ relative to Kþ from the S2 site of the selectivity filter, the distri-
bution PX(3) (X ¼ Kþ or Naþ) of the binding energy (3) of the ion with the channel is analyzed using the potential distribution
theorem. By expressing the excess chemical potential of the ion as a sum of mean-field h3i and fluctuation mex

flux,X contributions,
we find that selectivity arises from a higher value of mex

flux;Naþ
relative to mex

flux;Kþ
. To understand the role of site-site interactions on

mex
flux,X, we decompose PX(3) into n-dependent distributions, where n is the number of ion-coordinating ligands within a distance l

from the ion. For l comparable to typical ion-oxygen bond distances, investigations building on this multistate model reveal an
inverse correlation between favorable ion-site and site-site interactions: the ion-coordination states that most influence the ther-
modynamics of the ion are also those for which the binding site is energetically less strained and vice versa. This correlation
motivates understanding entropic effects in ion binding to the site and leads to the finding that mex

flux,X is directly proportional to
the average site-site interaction energy, a quantity that is sensitive to the chemical type of the ligand coordinating the ion.
Increasing the coordination number around Naþ only partially accounts for the observed magnitude of selectivity; acknowledging
the chemical type of the ion-coordinating ligand is essential.
INTRODUCTION

The KcsA Kþ channel is highly permeable to Kþ relative to

Naþ (1). The reversible work of transferring a Naþ ion from

the aqueous phase to a site (S) in the selectivity filter relative

to the case for a Kþ ion provides a thermodynamic measure

of this selectivity. Thus,

Dmex ¼
�
mex

Naþ ðSÞ � mex
Naþ ðaqÞ

�
�
�
mex

Kþ ðSÞ � mex
Kþ ðaqÞ

�
¼
�
mex

Naþ ðSÞ � mex
Kþ ðSÞ

�
�
�
mex

Naþ ðaqÞ � mex
Kþ ðaqÞ

�
hDmexðSÞ � DmexðaqÞ (1)

has been sought using the protein structure (2) and molecular

simulations (3–5). The quantity mex is the excess chemical

potential of the ion: mex
X (aq) (X ¼ Kþ, Naþ) is the usual

hydration free energy, and mex
X (S) is the analogous quantity

in the site S in the selectivity filter. In Eq. 1, it is understood

that a common reference state is used in specifying mex in the

aqueous phase and in the channel. Of the five possible ion-

binding sites S0–S4 in the selectivity filter (6), the S2 site is

the most selective with Dmex z 6 kcal/mol (5). (Sites are

labeled according to (5).)

In studying the role of protein flexibility and electrostatic

properties of the ion-binding site on selectivity, Noskov et al.

(5) made an interesting observation. In computer experi-

ments, suppressing the interaction between the carbonyl

ligands comprising the S2 binding site shifted the selectivity
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towards Naþ, a behavior that was also reproduced in a model

of the binding site with eight carbonyl ligands confined in

a sphere of radius 3.5 Å. This suggests that the correlation

among ion-binding ligands impacts selectivity. However,

the ligand-ligand correlation is expected to be sensitive to

the chemical type of the ligand. Indeed, Noskov et al.

(5,7,8) suggested that, for the given binding configuration,

the higher dipole moment of the carbonyl ligand relative to

water was essential in conferring selectivity toward Kþ.

Other researchers have investigated the role of ion coordi-

nation and the electrostatic properties of the coordinating

ligand on selectivity using various models of the ion-binding

site (9–11). One study in particular concluded that a model

site with eight water molecules confined in a sphere of radius

3.5 Å is as selective for Kþ over Naþ as a site consisting of

eight carbonyl ligands (11). This observation suggests that

enhancing the coordination around Naþ to values similar

to the more probable coordination numbers seen for

Kþ(aq) itself confers selectivity.

In this work we explore how the energetics of the binding

site influences the thermodynamics of the ion. Our aim is to

understand better ion coordination and the role of the type of

ion-coordinating ligand on selectivity. Earlier, we studied

a model of the selectivity filter (12) which showed that rela-

tive to Kþ the interaction energy of Naþ with the selectivity

filter fluctuates more strongly and is responsible for the

observed exclusion of Naþ from the selectivity filter. Here

we simulate the entire protein in a realistic membrane envi-

ronment, and, drawing upon the insightful idea of multiple

substates in hydration (13), explore the relation between

coordination states and the thermodynamics of the ion. We

find that ion-site interactions are inversely correlated with
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site-site interactions. By obtaining an expression for the

excess entropy of ion binding to the S2 site, we show that

the contribution to the excess chemical potential of the ion

due to ion-site energy fluctuations is directly related to the

average site-site interactions, i.e., the average excess internal

energy of the eight-carbonyl ligands comprising the S2 site.

Further, the site-site interactions are quantitatively different

for a model site consisting of eight water molecules in

a defined volume in bulk solvent, and, relative to the S2

site, this model site is less selective for Kþ. Thus increasing

the coordination number around Naþ only partially accounts

for the observed magnitude of Dmex; acknowledging the

chemical type of the coordinating ligand is essential.

THEORY

The ion binds to a configuration of the channel with an

energy 3. If PX(3) is the probability density distribution of

the binding (interaction) energies, then (14–16)

ebmex
X ¼

Z
eb3PXð3Þd3 ¼

�
eb3
�

X
: (2)

Here, b ¼ 1/kBT, where kB is Boltzmann’s constant and T is

the temperature. Because of the exponential factor, eb3, the

high energy (high-3) tail of PX(3), and thus the less favorable

ion-protein interaction, dominates the thermodynamics.

Expanding Eq. 2 into cumulants (17) with respect to

b provides a way to analyze the distribution PX(3). Thus,

�
eb3
�

X
¼ exp

"XN
j¼ 0

ðbÞjCj;X

j!

#
: (3)

The first three cumulants are, for example, C0, X¼ 0, the mean

C1, X¼ h3iX, and the variance C2, X¼ s2
X¼ h(3� h3i)2iX. Thus,

in principle, the excess chemical potential can be written as

mex
X ¼ h3iXþmex

fluc;X; (4)

where, by definition, the fluctuation contribution comprises all

the effects beyond the mean-field contribution h3iX. In partic-

ular, if PX(3) is a Gaussian distribution, mex
fluc;X ¼ 1=2bs2

X.

Another way to analyze PX(3) is to decompose the distribu-

tion based on the coordination states (13,15,16). The various

coordination structures around the ion can be visualized as

potential energy basins of attraction for the coordination shell

ligands, in the spirit of Stillinger-Weber inherent structures

(18). In studying ion hydration, Hummer et al. (13) used the

perspective of inherent structures to model the non-Gaussian

fluctuations of the electrostatic potential of ion-water interac-

tion as a sum of Gaussian fluctuations for each coordination

state of the ion. Here we adapt these ideas to gain insights

into the fluctuation contribution mex
fluc;X in terms of the ligand

coordination structure around the ion.

The coordination number, n, is the number of oxygen

atoms (from either water or the carbonyl ligand) within
a distance l of the ion X in the nth coordination state. The

region within l defines the coordination sphere of the ion.

The probability of observing the nth coordination state,

p(n), is the fraction of configurations with n oxygens within

the coordination sphere. These configurations also specify

the conditional binding energy distribution PX(3jn). Thus,

PXð3Þ ¼
X

n

pðnÞPXð3jnÞ: (5)

From Eqs. 2 and 5, we have

ebmex
X ¼

X
n

pðnÞebmex
X
ðnÞ: (6)

Equation 6 is a multistate organization of the excess chemi-

cal potential (13,15,16). The value p(n) is related to the equi-

librium constant for forming a cluster comprising the ion and

n ligands (15,16), but here its use as the marginal probability

associated with PX(3jn) is implied. The quantity mex
X (n) is the

excess chemical potential of the ion in the nth coordination

state. Operationally, mex
X (n) can be calculated just as one

would calculate mex
X , but with the added proviso that the

n-coordinate state of the ion is always maintained. Alterna-

tively, from a given simulation record, one need only extract

those configurations obeying the coordination number

constraint to construct PX(3jn).

To highlight the joint role of coordination number and the

chemical potential in that coordination state, Eq. 6 can be

rewritten as

ebmex
X ¼ pð~nÞebmex

X
ð~nÞ
X

n

pðnÞ
pð~nÞ

ebmex
X
ðnÞ

ebmex
X
ð~nÞ

¼ pð~nÞebmex
max

X
n

KðnÞ
; (7)

where mmaxhmex
X ð~nÞ, and K(n) measures the weight of each

term of this sum relative to the maximum. It is apparent that

a high probability p(n) does not guarantee the dominance of

that state in the thermodynamics of the ion. Conversely, to

avoid biasing the results from states with very low population

(limited statistical information) but very high mex
X (n), we

consider only states with p(n) R 2.5 � 10�2. (See also

(13).) An alternative approach to an equation similar to Eq. 7

can be found in Deng and Roux (19).

Equation 6 is an identity, and mex
X is independent of l.

However, due to practical limitations in computing mex
X (n)

with sufficient accuracy, the estimate of mex
X does vary with l.

But as shown below, this deficiency does not limit the useful-

ness of Eq. 6 in providing qualitative insights into the factors

determining the thermodynamics of the ion.

A multi-Gaussian form of Eq. 6 results if each PX(3jn) is

well described by a Gaussian. Here we find that PX(3jn) has

a small negative skew, but the high-3 tail of the distribution

is best described by a Gaussian. We model this behavior

by a skew normal distribution and set PXð3jnÞ ¼
fð3; sÞð1þ Erf½að3� 3Þ=

ffiffiffi
2
p

s Þ� (20). The quantity fð3; sÞ
is the normal density distribution with a location parameter
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3 and a scale parameter s. (These are the mean and variance if

the distribution is strictly Gaussian.) The quantity a, the shape

parameter, specifies the skewness; a ¼ 0 reproduces

a Gaussian. For distributions with a negative skew (a < 0)

in the region where 3 > 3, the distribution approaches

a normal distribution since Erf(x) / 0 for x / �N. When

we refer to the multi-Gaussian model below, we imply use

of the skew normal for each substate PX(3jn).

The multi-Gaussian form developed here is motivated by

the multi-Gaussian model of hydration investigated by

Hummer et al. (13). But there is an important distinction.

Hummer et al. (13) use the particle insertion form of the

potential distribution theorem; that is, the binding energy

distribution is obtained with the solute and the solvent ther-

mally uncoupled. Here we use the particle extraction form of

the potential distribution theorem, for the particle insertion

approach is not suitable as an ion-free (and water-free)

S2 site is structurally unstable.

METHODS

We use the CHARMM27 force field (21) and the NAMD v2.6 program (22) for

simulations. Construction of the simulation cell was facilitated by VMD (23).

Simulation system

We closely follow the procedure in Bernéche and Roux (24) for constructing

the simulation system. The protein structure was obtained from the Protein

Data Bank (1BL8 (2)). The N-terminal groups of all the four subunits were

acylated. Glu-80 was constructed in the protonated state. Residues 74–79

comprise the selectivity filter. Potassium ions were placed in the S0 and

S4 binding sites, and the S1 and S3 sites had a water molecule each. Either

Kþ or Naþ was placed in the S2 site. (Ion occupancy and site labels follow

earlier studies (5,7,8).) A well-equilibrated box of water molecules was over-

laid on the vestibule and the channel entrance region below the selectivity

filter. After removing water molecules within 3 Å of protein heavy atoms,

~80 waters occupied the vestibule and the channel entrance. Water was

modeled with the TIP3P potential (25,26). This system was energy-mini-

mized for 2000 steps and then inserted into a well-equilibrated palmitoylo-

leoyl phosphatidylcholine lipid bilayer ~94 � 94 Å2 in size and with ~15 Å

layer of water molecules on either side of the membrane. The position of the

protein with respect to the bilayer was as in Bernéche and Roux (24). Lipids

within 3 Å of protein heavy atoms were removed. To prevent translation drift

in the z direction, harmonic restraints of stiffness constant 5 kcal/mol/Å2 are

imposed on the z coordinate of the phosphorus atoms of the lipids. The initial

equilibration of 150 ps allowed the membrane to pack around the protein.

During this period, stiff harmonic restraints were placed on the pore and

the ions to preclude large movement of the ions. Then, over a period of

140 ps, these restraints were progressively removed. The system was then

equilibrated for 10.15 ns. After equilibration, a 4-ns production run was

analyzed by sampling configurations every 100 fs. The initial Naþ-bound

structure was obtained from the end-point of the parametric integration

procedure described below. For the Naþ-bound structure, a 1-ns equilibra-

tion was followed by a 4-ns production.

Equilibration and production were conducted at a pressure of 1 bar using

a Langevin-piston barostat (27,28) and a temperature of 310 K using a Lange-

vin thermostat. The barostat piston period was 200 fs and the decay time was

100 fs. The decay constant for the thermostat was 1 ps�1. Covalent bonds to

hydrogen were held rigid using the SHAKE algorithm (29). The equations of

motion were integrated with a 2-fs time step. Lennard-Jones interactions were

smoothly switched to zero between 10.215 Å and 10.715 Å. Nonbonded

Biophysical Journal 96(6) 2138–2145
electrostatics were treated using particle-mesh Ewald summation. The grid

size for the particle mesh Ewald was always <0.75 Å.

Energy calculations

Kþ was transformed to Naþ in 20 steps and the free energy change calcu-

lated via coupling parameter integration. Each step comprises an equilibra-

tion of 5 ps (10 ps in the case of the aqueous simulation) followed by 20 ps of

production. The coupling parameter result was the standard against which

the multi-Gaussian model was compared.

The ion-protein interaction energy, 3, is a sum of Lennard-Jones interac-

tions and electrostatics evaluated using Ewald summation. We considered

ion interactions with:

(A1) all protein and solvent atoms;

(A2) the carbonyl groups of the S2 site and the two adjacent water mole-

cules; and

(A3) only the carbonyl groups.

Approaches A2 and A3 are motivated by quasichemical considerations that

seek to explicate the role of the local neighborhood on the thermodynamics

of the ion (see Eq. 6) and are expected to be sensitive to the distribution of

coordinating ligands around the ion. We anticipate that the response of the

material outside the local neighborhood will be similar for Kþ and Naþ.

All the approaches above led to quantitatively similar results within the

coupling parameter approach. The first two yield quantitatively similar results

within the multi-Gaussian approach, while the third gave energy distributions

that were skewed enough to render inappropriate a multi-Gaussian descrip-

tion. The latter observation is in contrast to our earlier study on a minimal

model that used artificial restraints on the system and considered only ion-

carbonyl interaction energies (12) and found even a single Gaussian descrip-

tion to be appropriate. But, in principle, for all of the approaches a fluctuation

contribution (mex
fluc) to the chemical potential can be defined. Thus, on this

basis, the results below, unless otherwise noted, are founded on coupling

parameter integration and the decomposition of the chemical potential accord-

ing to Eq. 4. The mean-field contribution h3iX (Eq. 4) is obtained from PX(3)

and the fluctuation contribution is obtained from mex
X by subtraction of the

mean-field contribution. We emphasize that the multi-Gaussian model is

used solely to obtain qualitative insights into the interplay of ion-site and

site-site interactions, quantitative studies based on these insights always

used the coupling parameter approach.

RESULTS AND DISCUSSION

Table 1 collects results obtained using approaches A1 and A2

(see Methods; A3 is considered later together with a site

comprising water molecules as the ion-coordinating ligands).

The difference in hydration free energies in the bulk against

TABLE 1 Mean-field and fluctuation contributions to the

selectivity (Eq. 1) obtained from the coupling transformation of

Kþ to Naþ in the S2 site

A1 A2

Dmex 6.0 4.9

Dh3i – Dmex(aq) �0.2 1.9

Dmex
flucðS2Þ 6.2 3.0

The interaction energies are assessed according to approaches A1 and A2

(see Methods). The difference in hydration free energies in the bulk

is Dmex(aq) ¼ �20.7 kcal/mol. Equation 4 is used to decompose the

free energy into mean-field and fluctuation contributions: Dh3i ¼
h3iNaþ � h3iKþ and Dmex

flucðS2Þ ¼ mex
fluc;Naþ

ðS2Þ � mex
fluc;Kþ

ðS2Þ. All values

are in kcal/mol.



Site Interactions and Ion Selectivity 2141
which selectivity is measured is Dmex(aq) ¼�20.7 kcal/mol.

Thus, relative to Kþ, dehydration itself presents a barrier to

the entry of Naþ into the filter. Observe that Naþ is better

bound in the S2 site, and mean binding energies alone do

not predict the observed magnitude of selectivity; the fluctu-

ation contribution to the chemical potential is an essential

determinant of selectivity, consistent with the earlier analysis

based on a simple model of the binding site and a Gaussian

description of the binding energy distributions (12). The esti-

mate of selectivity presented in Table 1 is consistent with

earlier estimates of selectivity (5,8).

To obtain insights into the factors influencing the fluctuation

contribution (Table 1), we consider a multi-Gaussian model for

various values of the coordination radius l (Fig. 1). For the

chosen values of l, water oxygen atoms do not contribute

substantially to the coordination state of the ion. Thus all the

n-coordinate states involve only ion-carbonyl oxygen bonding.

The multi-Gaussian model predicts Dmex ¼ 2.7 kcal/mol

(Fig. 1). Although the numerical agreement with coupling

parameter integration is poor, it must be noted that the net

selectivity arises due to the balancing of terms that are them-

selves large (Eq. 1). Thus even a low standard error in the

estimate of mex
X(S2) by the multi-Gaussian model is not suffi-

cient to match the results of coupling parameter integration.

The same concerns apply to a single Gaussian model, a point

that was less well appreciated in our earlier study (12).

Despite these limitations, the multi-Gaussian model provides

valuable insights.

Consider l ¼ 2.7 Å for Naþ and l ¼ 3.1 Å for Kþ, values

based on typical ion-oxygen coordination distances observed

FIGURE 1 The excess chemical potential of the ion obtained using the

multi-Gaussian model for various values of l and approach A2 (see Methods)

for computing energies. Averaging across l, mex
Naþ
¼ �108:4� 1:6 kcal/mol

and mex
Kþ
¼ �90:4� 2:6 kcal/mol. The error given at the 2s level is within 3%

of the mean value, but because mex is itself large, obtaining agreement within

1 kcal/mol of the coupling parameter estimate is difficult. In particular,

Dmex(S2) ¼ �18 � 3 kcal/mol, and Dmex ¼ �18.0 þ 20.7 ¼ 2.7 kcal/mol.
in biophysical and inorganic chemistry situations (30,31). For

these coordination radii, the distribution of the probability of

observing a n-coordinate state is shown in Fig. 2, and the rela-

tive contribution of various coordination states to the excess

chemical potential is shown in Fig. 3. The binding energy

distribution and its decomposition into the least and most

dominant substate distributions are shown in Fig. 4.

The n¼ 8 state for Naþ does not contribute substantially to

the partition sum in Eq. 7. Relative to the n¼ 5 state, the more

probable n ¼ 6 state contributes e�2 z 10�1 and the nearly

equiprobable n ¼ 7 state contributes ~e�10 z 5 � 10�5 to

the partition sum in Eq. 7 (Figs. 2 and 3). For Kþ, relative to

the n ¼ 7 state, the more probable n ¼ 8 state contributes

~e�6 z 2 � 10�3 to the partition sum. The substate distribu-

tions in Fig. 4 provide a more visual representation of these

quantitative observations.

Observe that p(n) alone is not sufficient to infer the contri-

bution of that n-coordinate state to the thermodynamics of

the ion. Further, for the chosen l-values, coordination states

with n smaller than the most probable value for that l-value

dominate the thermodynamics of the ion, suggesting that the

preference for states with a low value of n must be related to

the behavior of the coordinating ligands. We expect that in

states with a low value of n the coordinating ligands will

experience weaker energetic (less unfavorable) interactions

among themselves and vice versa. The joint probability

distribution P(3, UCO–CO) (Fig. 5) confirms this expectation:

the ion-site binding energy (3) and the excess internal energy

of the site (UCO–CO) are inversely correlated.

The high-3 states of the ion are correlated with the states of

low ligand-ligand interaction energies in the binding site.

However, it is these high-3 states that are pertinent to the ther-

modynamics of the ion (Figs. 3 and 4). Further, the dispersion

FIGURE 2 Log p(n) for l¼ 2.7 Å for Naþ and l¼ 3.1 Å for Kþ. For both

ions, a maximum of eight carbonyl oxygens are observed within the coordi-

nation sphere. The most probable state for Naþ is n¼ 6 and for Kþ it is n¼ 8.

Biophysical Journal 96(6) 2138–2145
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in energies along the 3-axis is correlated with the dispersion in

energies along the UCO–CO axis. But the dispersion in 3—the

variance in a Gaussian model, for example—determines the

fluctuation contribution to the excess chemical potential of

the ion (Eqs. 3 and 4). This fluctuation contribution is larger

with Naþ than with Kþ in the site. Thus, from the perspective

of the ion-binding site, Naþ energetically strains the binding

site much more than Kþ, the ion for which the site evolved.

(See also (8).)

By considering entropic effects in ion binding to the site,

we can quantify the correlation in Fig. 5. Following Astha-

giri et al. (32) and ignoring pressure-volume effects we

have, for the process of adding one ion to the (ion-free)

binding site,

Tsex
X ðS2Þzuex

X ðS2Þ � mex
X ðS2Þ

¼ h3iXþhUCO--COiX�h3iX�mex
fluc;X

0Dmex
fluc ðS2Þ ¼ DhUCO--COi � TDsexðS2Þ;

(8)

since uex
X (S2), the excess internal energy of the ion-site

complex, comprises the average ion-site interaction, h3iX,

and the average site-site interaction, hUCO–COiX. (We ignore

the role of material outside the ion-site complex; see descrip-

tion of A3 in Methods.) Here the excess internal energy is

relative to the state when the ligands are infinitely far apart.

If the excess energy is measured relative to the energy of the

site without the ion, then the first two members of Eq. 8

acquire an additional constant. Also a factor of kBT is

required in the first two members of Eq. 8 (see also Eq. 8

in (32)). But in comparing Naþ with Kþ, these constant

factors cancel.

Coupling parameter transformation of Kþ to Naþ in the

S2 site considering the ion-carbonyl interactions solely (see

description of A3 in Methods) shows that the S2 site is selec-

tive for Kþ (Table 2). Mean energies alone are insufficient to

predict selectivity for Kþ; the fluctuation contribution is

decidedly important: the net selectivity of the site for Kþ is

nearly equal to the fluctuation contribution. Following

Eq. 8, this fluctuation contribution is seen to arise largely

from the change in the mean site-site energy (DhUCO–COi ¼
7.3 kcal/mol) that is balanced somewhat by entropic effects

(TDsex(S2) ¼ 2.2 kcal/mol). (The small magnitude of the

entropic effects is consistent with the earlier study by (7) on

a minimal model.) Thus selectivity arises due to energy fluc-

tuations and these fluctuations are intimately tied to the site-

site interactions (Fig. 5 and Table 2).

To study how these fluctuation contributions change if

water is used as a ligand, we consider a spherical volume in

bulk water that is restricted to contain eight water molecules.

Using Monte Carlo simulations (S. Merchant and D. Asthagiri,

unpublished), the free energy of hydrating an ion in the bulk

and in this site (denoted by W8) is obtained using Gaussian

quadrature estimates for the electrostatic contribution (33)

and the histogram overlap approach for the nonelectrostatic

contribution (16,32). For the difference in hydration free ener-

gies between Naþ and Kþ, this approach gives a value in good

agreement with that obtained using molecular dynamics and

coupling parameter integration (Table 2).

Calculations show that the W8 site is substantially less selec-

tive for Kþ than the S2 site (Table 2). Relative to the difference

in bulk hydration free energies, mean binding energy favors

Naþ, more so than in the S2 site (Table 2 and Fig. 6). Selectivity

for Kþ emerges primarily due to the unfavorable change in

mean site-site energy (DhUW–Wi ¼ 4.3 kcal/mol), balanced by

a small change in excess entropy (TDsex(W8)¼ 1.3 kcal/mol).

FIGURE 3 The kBT log K(n) (Eq. 7) for various n-coordinate states of the

ion. For the state that contributes maximally in Eq. 7, K(n)¼ 1. l¼ 2.7 Å for

Naþ (B) and l ¼ 3.1 Å for Kþ (,).

FIGURE 4 Normalized distribution of ion binding ener-

gies using approach A2 (see Methods) and its multistate

decomposition. Following Hummer et al. (13) the substate

distributions are given by log [p(n)P(3jn)] (Eq. 5). (Left

panel, ,) Simulation results for Kþ. (Right panel, B)

Simulation results for Naþ. The unbroken lines are the

multistate fits. The skew normal fits to the individual states

are labeled by the state index n. (Dashed curve) Thermody-

namically dominant state. (Dotted curve) Least dominant

state. For clarity, the raw substate distributions are not

shown.
Biophysical Journal 96(6) 2138–2145
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Comparing the S2 and W8 sites, we observe that the change in

the average site-site interactions is substantially more when the

site is composed of carbonyl ligands than when it is composed

of water molecules (Table 2 and Figs. 5 and 6).

Figs. 5 and 6 and the analysis above suggest the importance

of ligand type on selectivity. But a strict comparison is

confounded by the presence of the protein around S2 (and

the bulk around W8). To secure a more direct comparison,

we pursue Monte Carlo simulations on a minimal model

with eight carbonyl or water ligands restricted to a 3.5 Å

sphere with the ion at the center. (For conciseness we quote

energies relative to the corresponding value in the minimal

model with water.) We find that the carbonyl cluster is more

selective for Kþ by 3.9 kcal/mol, of which 3.2 kcal/mol results

from mean energy changes, 1.4 kcal/mol results from changes

in ligand-ligand interactions, and 0.7 kcal/mol results from

entropic effects. These results agree with the conclusions

based on the S2 and W8 systems. Relative to water as the

ligand, and for the given coordination state of n ¼ 8, the

site-site unfavorable interaction is enhanced with a carbonyl

ligand. Since the ion-site energy fluctuation is tied to these

site-site interactions, selectivity is amplified with carbonyl

as a ligand.

An earlier study (11) had concluded that a site with eight

water molecules confined in a spherical cavity (in bulk

water) is selective for Kþ by ~4.0 kcal/mol, substantially

higher than the 1 kcal/mol obtained above. (See Fig. 3 B
in (11); slightly different coordination radii are used for

Naþ and Kþ, but that distinction appears small in this

context. Further, following the analysis in (11), with the

parameters used here a value of ~4.5 kcal/mol, instead of

TABLE 2 Thermodynamic quantities for the coupling

transformation of Kþ to Naþ in the S2 and W8 sites

S2 W8

Dmex 4.8 1.0

Dh3i – Dmex(aq) �0.3 �2.0

DhUL–Li 7.3 4.3

TDsex(Site) 2.2(1.9) 1.3

Dmex
flucðSiteÞ 5.1 3.0

The quantity Dmex(S2) is obtained by considering only the interaction

between the ion and the eight carbonyl ligands in the S2 site (see description

of A3 in Methods). The quantity Dmex(W8) is obtained by including the

interaction of the ion with all the water molecules in the simulation cell,

but with the added constraint that eight (and only eight) water molecules

be within 3.5 Å of the ion (the W8 site). For the W8 site, DhUL–Li is based

only on the eight water molecules in the site. The entropic contribution is

obtained from Eq. 8. The value in parenthesis is obtained using coupling

parameter integration for the difference in excess entropies. The close agree-

ment between these different estimates provides an additional check on the

energy estimates. The quantities Dmex(aq) ¼ �20.7 kcal/mol (by molecular

dynamics) and Dmex(aq) ¼ �20.1 kcal/mol (by Monte Carlo) are used as

reference values for the S2 and W8 sites, respectively. Site ¼ S2 or W8

and L ¼ CO or W(h H2O). All values are in kcal/mol.

FIGURE 6 Density plot of the joint probability distribution log P(3, UW–W),

where W h H2O. The value 3 is the binding energy of the ion with the eight

water molecules in a sphere of radius 3.5 Å embedded in bulk water. The quan-

tity UW–W is the interaction energy (the excess internal energy) of the ligands

comprising the site. Dh3i ¼ �22.1 kcal/mol and DhUW–Wi ¼ 4.3 kcal/mol.

Rest as in Fig. 5.

FIGURE 5 Density plot of the joint probability distribution log P(3,

UCO–CO). The value 3 is the binding energy of the ion with the eight carbonyl

ligands comprising the S2 site (see description of A3 in Methods). The quan-

tity UCO–CO is the interaction energy (the excess internal energy) of the eight

carbonyl ligands comprising the S2 site. The high-3 ion-site interactions (top-

left corner of the density plot) occur for less unfavorable site-site interac-

tions. The states are normalized relative to the most frequently observed

states and the dashed lines locate the mean values along the given axis.

Every factor-of-e change in density (relative to the mean) corresponds to

a change in shade. Dh3i ¼ �21.0 kcal/mol and DhUCO–COi ¼ 7.3 kcal/mol.
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the 4.0 kcal/mol noted above, is obtained.) We suggest a

possible reason for this difference. In Bostick and Brooks

(11), the logarithm of the ratios of the probabilities of

observing the most probable and eight-coordinate states

(for the aqueous ions) is equated to the free energy of trans-

ferring the ion from bulk water to an eight-coordinate state.

But note that both p(n) and mex(n) jointly define the chemical

potential of the ion (Eq. 7) and the most probable state need

not solely determine the thermodynamics in the bulk. In

particular, in the notation developed here, the free energy

change in transferring an ion from the bulk to a site with

eight water molecules is given by mex
X (n ¼ 8) – mex

X (aq).

This perhaps explains the difference between the earlier

study (11) and this work.

The analysis above shows that increasing the coordination

has the effect of increasing the chemical potential of the ion,

more so for the smaller Naþ ion. The importance of number

of ligands was noted before (5,7–11). Equation 8 and the

results above explain this from the perspective of the ion-

binding site. In the presence of the smaller Naþ, unfavorable

ligand-ligand interaction energy increases and this shifts the

selectivity toward the larger Kþ. The same analysis transpar-

ently reveals the importance of ligand type, consistent with

observations made before ((5,7,8) and see also (9)).

CONCLUSIONS

Ion-selectivity in the S2 site of the ion channel arises due to the

balance of two effects: ion-site interactions and site-site inter-

actions. For the S2 site, mean ion-site interactions are not suffi-

cient to quantify selectivity. Relative to Kþ, the smaller Naþ

causes the site-site interaction energy to increase, and this is

a key factor in the selectivity for Kþ. But, relative to Kþ,

the entropy of Naþ binding to the site is small, because

of compensation between binding-energy fluctuations and

matrix strain associated with ligand-ligand repulsions.

Comparing the S2 site and a model site comprising eight water

molecules embedded in bulk water shows that increasing the

coordination of the smaller Naþ ion does shift the selectivity

toward Kþ. But this effect alone does not explain the magni-

tude of selectivity observed in the S2 site. The chemical nature

of the ligands comprising the binding site is important in

explaining the observed magnitude of selectivity.
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24. Bernéche, S., and B. Roux. 2000. Molecular dynamics of the KcsA Kþ

channel in a bilayer membrane. Biophys. J. 78:2900–2917.

25. Jorgensen, W., J. Chandrasekhar, J. D. Madura, R. W. Impey, and M. L.

Klein. 1983. Comparison of simple potential functions for simulating

liquid water. J. Chem. Phys. 79:926–935.



Site Interactions and Ion Selectivity 2145
26. Neria, E., S. Fischer, and M. Karplus. 1996. Simulation of activa-

tion free energies in molecular systems. J. Chem. Phys. 105:1902–

1921.

27. Martyna, G. J., D. J. Tobias, and M. L. Klein. 1994. Constant pressure

molecular dynamics algorithms. J. Chem. Phys. 101:4177–4189.

28. Feller, S. E., Y. Zhang, R. W. Pastor, and B. R. Brooks. 1995. Constant

pressure molecular dynamics simulation: the Langevin piston method.

J. Chem. Phys. 103:4613–4621.

29. Ryckaert, J. P., G. Ciccotti, and H. J. C. Berendsen. 1977. Numerical inte-

gration of the Cartesian equations of motion of a system with constraints:

molecular dynamics of n-alkanes. J. Comput. Phys. 23:327–341.
30. Tieleman, D. P., P. C. Biggin, G. R. Smith, and M. S. P. Sansom. 2001.

Simulation approaches to ion channel structure-function relationships.

Q. Rev. Biophys. 34:473–561.

31. Shrivastava, I. H., D. P. Tieleman, P. C. Biggin, and M. S. P. Sansom.

2002. Kþ versus Naþ in a K channel selectivity filter: a simulation

study. Biophys. J. 83:633–645.

32. Asthagiri, D., S. Merchant, and L. R. Pratt. 2008. Role of attractive
methane-water interactions in the potential of mean force between

methane molecules in water. J. Chem. Phys. 128:244512.

33. Hummer, G., and A. Szabo. 1996. Calculation of free-energy differ-

ences from computer simulations of initial and final states. J. Chem.
Phys. 105:2004–2010.
Biophysical Journal 96(6) 2138–2145


	Ion Selectivity in the KcsA Potassium Channel from the Perspective of the Ion Binding Site
	Introduction
	Theory
	Methods
	Simulation system
	Energy calculations

	Results and Discussion
	Conclusions
	References


