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TOP ICAL REVIEW

What is remembered? Role of attention on the encoding
and retrieval of hippocampal representations
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The hippocampus is critically involved in storing explicit memory such as memory for space.
A defining feature of explicit memory storage is that it requires attention both for encoding
and retrieval. Whereas, a great deal is now known about the mechanisms of storage, the
mechanisms whereby attention modulates the encoding and retrieval of space and other
hippocampus-dependent memory representations are not known. In this review we discuss
recent studies, including our own, which show on the cellular level that attention is critical for the
stabilization of spatial and reward-associated odour representations. Our findings support the
view that in the hippocampus attention selects the reference frame for task-relevant information.
This mechanism is in part mediated by dopamine acting through D1/D5 receptors and involves
an increase in neuronal synchronization in the gamma band frequency. We propose that
synchronous activity leads to enhancements in synaptic strength that mediate the stabilization
of hippocampal representations.
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One of Hubel and Wiesel’s seminal contributions to our
understanding of the cerebral cortex was the discovery
fifty years ago, which we celebrate in this volume, that the
striate cortex functions to transform the input it receives
from the lateral geniculate nucleus. The neurons of the
lateral geniculate nucleus have concentric receptive fields,
and these are transformed to linear receptive fields with
specific axes of orientation characteristic of cells in the
superficial layers of the striate cortex (for review see Hubel
& Wiesel, 1979, 1998). These remarkable findings focused
the attention of the neuroscience community on how the
neocortex acts to transform sensory information (see for
example Corbetta et al. 1991; Colby & Goldberg, 1999;
Bichot & Desimone, 2006; Goldberg et al. 2006).

In an extension of the Hubel–Wiesel thinking, the
problem of the cortical transformation of sensory
information is now also being addressed in the study
of the archicortical representation of space and its role
in explicit memory. Here we review the cellular studies
of hippocampal function and illustrate how complex
processes, such as attention and explicit memory, are
reflected on the cellular level.

A defining feature of explicit memory, such as the
hippocampal-dependent memory for place, is that it

requires attention. The recruitment of attention is
important not only for optimal encoding but also for
subsequent retrieval (Schacter, 1996; Fernandes et al.
2005). Since the hippocampus receives multi-sensory
information, the encoding of this information probably
engages several brain structures, each of which might
be the target of independent attentional modulation.
This multimodal information is then integrated at
the level of the hippocampus, where the contributing
sensory modalities are brought together into a unified
representation.

We propose that attention acts on these unified percepts
in the temporal lobe to modulate the long-term stability
of explicit memory. In support of this idea, we first
describe data showing that attention serves to switch
between different reference frames used to discriminate
task-relevant information. Second, we discuss evidence
showing that attention is necessary for the consolidation
of long-term memory. Third, we suggest the physiological
mechanism that could mediate these attentional effects
at the level of hippocampal networks. Finally, we
review neuroanatomical data indicating that attentional
processing can occur at the level of the hippocampus to
modulate memory encoding and retrieval.
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A hippocampal representation of space

A new era of research in the hippocampus was opened up
in 1971, when John O’Keefe at University College London
made an amazing discovery about how the hippocampus
processes sensory information. He found that neurons in
the hippocampus of the rat register information not about
a single sensory modality – sight, sound, touch, or pain –
but about the space surrounding the animal, a modality
that depends on information from several senses (O’Keefe
& Dostrovsky, 1971). The pattern of action potentials in
the hippocampal pyramidal neurons is so distinctively
associated with a particular area of the spatial environment
that O’Keefe referred to them as ‘place cells’. Based on
these findings, O’Keefe & Nadel (1978) suggested that
the hippocampus contains an allocentric representation
of space, a cognitive map of the external environment that
combines inputs from several sensory modalities which
the animal uses to navigate (O’Keefe & Conway, 1978).
These ideas were supported by experiments with rodents
and people showing that damage to the hippocampus
severely compromises the animal’s ability to learn a task
that relies on spatial information (Schenk & Morris, 1985).
Together, these findings indicated that the spatial map
played a central role in spatial navigation, our awareness
of the environment around us.

Work in the hippocampal formation following
O’Keefe’s initial groundbreaking discovery has led to
the delineation of four basic cell types that together
provide all the requisite information for accurate spatial
navigation: (1) place cells in the hippocampus, which
fire when the animal is in a particular position in the
environment (O’Keefe & Dostrovsky, 1971); (2) head
direction cells in the pre-subiculum, which fire when the
animal’s head points in a particular direction (Taube,
1998); (3) grid cells in the entorhinal cortex, which fire
in a grid-like hexagonal pattern that conveys information
about position, direction, and distance (Hafting et al.
2005); and most recently, (4) border cells (also in the
entorhinal cortex), which fire when the animal is close
to the borders of the environment (Solstad et al. 2008).

As the study of sensory processing in the visual system
was later used to understand visual perception (Engel et al.
1991, 2001), the analysis of the different hippocampal cell
types has been used to understand two cognitive functions:
spatial navigation and memory encoding. While other
researchers pursued spatial navigation by examining the
computations involved in transforming sensory-motor
cues into a spatial map (for review see (O’Keefe, 1979;
Leutgeb et al. 2005; McNaughton et al. 2006), our
laboratory focused on bridging the gap between a spatial
map and the well-described mnemonic functions of the
hippocampal formation in long-term explicit memory.

We began to think about the spatial map in 1992,
wondering how it is formed and maintained, and how

attention directs these processes. We were struck by the
fact that the spatial map of even a simple locale does
not form instantaneously but requires several minutes
to develop (Bostock et al. 1991; Wilson & McNaughton,
1993). This suggested to us, as well as others (Touretzky &
Redish, 1996; Redish & Touretzky, 1997; Shapiro, 2001),
but see (Samsonovich & McNaughton, 1997), that the
formation of the map is a learning process: practice makes
perfect also for space. Furthermore, much like a memory
process, the spatial map, once fully formed, under optimal
circumstances remains stable for weeks or even months
(Thompson & Best, 1989).

Unlike vision, studied by Hubel and Wiesel, or
somatosensory maps, studied by Mountcastle, which are
based on Kantian a priori knowledge largely set by a
predetermined pattern of cortical organization, the spatial
map presents us with a new type of representation, one
based on a combination of predetermined characteristics
and learning. The general capability for forming spatial
maps is built into the brain, but the particular map
is not. Unlike neurons in a sensory system, place cells
of the hippocampus are not purely driven by sensory
information but by a combination of external and internal
cues that represent the characteristics of the external world
(for review see McNaughton et al. 2006). This information
is not encoded in the hippocampus as a topographic
map; rather, it is represented by the activity of different
ensembles of active cells elicited by distinct animals’
experiences. The collective activity of these neuronal
ensembles more closely represents the location where the
animal perceives it is, even when it does not agree with some
of the sensory input (Rotenberg & Muller, 1997). Since the
perception of space involves information acquired through
several sensory modalities, the process by which these
modalities are brought together raises several questions:
How are the relevant aspects that comprise space selected
and unified in a single construct? What aspects of the
animal’s perception are represented in the hippocampus?
How is the map formed and maintained?

We started investigating these questions by focusing on
the molecular and physiological mechanisms necessary
for the formation and maintenance of place cells. Although
the discovery of place cells by O’Keefe & Dostrovsky (1971)
and the discovery of long-term potentiation (LTP) in the
hippocampus by Bliss & Lomo (1973) – a cellular model
of memory formation and consolidation – there was no
published experimental work connecting the two findings
when we began studying place cell maps in 1992. At that
point, even though almost nothing was known about
the molecular steps underlying the formation of place
fields, many important molecular steps involved in LTP
had been worked out and their role in spatial memory
had been validated by behavioural studies (Morris et al.
1990; Grant et al. 1992; Silva et al. 1992a,b; Barnes et al.
1994; Collingridge & Bliss, 1995; Huang et al. 1996). We
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thought that if learning affected the formation of a place
cell map, then the physiological mechanisms involved
in the formation and consolidation of hippocampal
place fields might require the same molecular cascades
necessary for the consolidation of memory and LTP
(Fig. 1A). To explore this possibility, we initiated a
collaboration with the laboratory of Robert Muller, whose
laboratory had recently shown the effects of repeated
experience on the re-mapping of place fields (Bostock et al.
1991).

Figure 1. Signal transduction pathways involved in place field stabilization and memory consolidation
A, schematic representation showing signalling cascades leading to activation of protein synthesis necessary for
place field stability and memory consolidation. Protein kinase A (PKA) activity is necessary for the activation of
protein synthesis-dependent processes. B, long-term memory of spatial context (Ba) and long-term stability of
place fields (Bb) are compromised in R(AB) mice, where PKA activation is disrupted. C, long-term memory is
disrupted in the presence of anisomycin, a protein synthesis inhibitor. WT, wild-type; R(AB) mice, mice expressing
an inhibitory form of the RIα subunit of PKA; ANI, anisomycin.

Since NMDA receptors are critically involved in LTP
and memory, one of our first experiments used a
pharmacological approach to determine the effects of
NMDA receptor blockade on the formation of the
spatial map. We found that blocking NMDA receptors
while placing a rat into a novel environment specifically
ablated the long-term stability of the newly formed map
without affecting a previously formed map (Kentros et al.
1998). Thus, in the absence of NMDA receptor activity,
newly formed maps remapped each time the animal was
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placed in the same environment. These findings closely
paralleled results showing that NMDA receptor blockade
had no effect on previously learned locations or previously
induced LTP (for review see Morris et al. 1990).

We also knew that protein kinase A (PKA) activates the
transcription factor CREB and the genes coding proteins
necessary for the late phase of LTP (Abel et al. 1997). We
therefore investigated whether PKA and protein synthesis
were necessary to consolidate the spatial map. Similar to
our results with the NMDA receptor blockade, we found
that although neither PKA nor protein synthesis is needed
for the initial formation of a map, they are both essential
for the map to become stable in the long term, so that
the mouse can recall the same map every time it enters
the same space (Rotenberg et al. 2000; Agnihotri et al.
2004; Fig. 1Bb). Furthermore, our findings showed that
blockade of PKA activity or inhibition of protein synthesis
affected not only the long-term stability of the spatial map
but also the ability to retain long-term spatial memories
(Fig. 1Ba and C). This provided evidence that the spatial
map is an actual mnemonic process.

In the three decades since the description of the
cognitive map theory, four sets of findings have further
supported the idea that place cells are indeed correlates of
explicit memory. First, as we previously mentioned, the
unique construct that represents a contextual experience
is acquired over a period of time through learning
(Bostock et al. 1991; Mehta et al. 1997; Kentros et al.
2004; but see Samsonovich & McNaughton, 1997).
Moreover, similar to the experience-dependent plasticity
observed during memory retrieval (McGaugh, 1966),
spatial representations undergo experience-dependent
modifications as the animal repeatedly processes
information within the same context (Mehta et al. 1997),
and this plasticity is sensitive to the same molecular
cascades necessary for LTP (Ekstrom et al. 2001). Second,
as with memory formation, task-contingencies modulate
what is encoded in the hippocampus by increasing
neuronal responses to task-relevant information (Markus
et al. 1995; Wiener et al. 1995; Wood et al. 1999). Third,
pyramidal neurons that encode space are not only driven
by spatial cues but also by auditory and olfactory cues
(Kuperstein & Eichenbaum, 1985; Eichenbaum et al.
1987; Sakurai, 1996; Wood et al. 1999). These distinct
representations appear to be constituents of different
‘maps’ that animals use in specific situations to manage
task-relevant information critical for explicit memory
storage (Knierim et al. 1995; Markus et al. 1995; Gothard
et al. 1996; Barnes et al. 1997; Gothard et al. 2001; Olypher
et al. 2002). Interestingly, some of these ‘maps’ appear
to be modulated by time as it has been demonstrated
in the firing of hippocampal cells in response to past
(retrospective) or future (prospective) events (Frank et al.
2000; Wood et al. 2000; Ferbinteanu & Shapiro, 2003),
indicating that these cells process episodic memory traces.

Fourth, hippocampal cells fire in structured patterns that
indicate ‘memory replay’ of previous experiences when
the animal is stationary. For example, place cells appear to
sweep forward as the animal pauses at a choice point in
a maze (Johnson & Redish, 2007) and both forward and
reverse ‘replay’ have been observed in the ripple events as
the animal feeds at the ends of a linear track (Foster &
Wilson, 2006; Diba & Buzsaki, 2007). In a striking recent
example, Pastolokova et al. (2008) found that hippocampal
neurons fired in a stereotyped sequence as the animal ran
in a fixed wheel during the delay period of a memory task.
These sequences predicted the future choice as well as the
behavioural errors the animals made in the task indicating
that hippocampal neurons can support episodic recall
that participates in the planning of future behavioural
events (Pastalkova et al. 2008). Together, these findings
demonstrate that hippocampal pyramidal cells can code a
variety of complex mnemonic representations, some of
which are not restricted to space or a particular time
frame.

The reference frames that organize the complex
information that reaches the hippocampus are thought
to dynamically control neuronal activity by modulating
the importance of reliable signals that are available to
the animal at any given time (Gothard et al. 2001). For
example, animals shift reference frames in conditions
where there are changes in task contingencies (Ferbinteanu
& Shapiro, 2003), the reliability of the external or internal
cues is compromised (Knierim et al. 1995; Zinyuk et al.
2000), or there are changes in the environment (Gothard
et al. 2001) or reward locations (Breese et al. 1989). These
findings raise two further questions: (1) What determines
which particular reference frame the animal uses to process
and store information at any given time? (2) What are the
physiological consequences of focusing on a particular
reference frame?

Insights into the first question were first provided
by the landmark study conducted by Markus et al.
(1995), who found that when rats learned several tasks
in either the open field or the radial arm maze, the spatial
representations were much more directional when animals
searched for food in a fixed goal location than when
the food was scattered throughout the environment. The
authors suggested that using planned routes to retrieve
a reward might engage attentional mechanism that were
probably not required during random forageing in the
environment. Furthermore, this attentional mechanisms
could serve to switch between different reference frames
determined by distinct task-contingencies (Markus et al.
1995).

Olypher and collaborators (2002) later expanded this
idea and provided an answer for the second question:
What are the physiological consequences of focusing on
a particular reference frame? The authors approached
this question by studying the ‘overdispersion’ of place
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fields – the variability in place cell firing produced as
animals walk through the same spatial locations – while
animals performed an active avoidance task that required
the use of an arena and room-based reference frames. To
explain the differences in overdispersion observed when
animals switched between these reference frames, the
authors developed a model which suggested that changes
in the variability of place cell firing reflected switches
in attentional focus (Olypher et al. 2002). Jackson &
Redish (2007) later provided further insight into over-
dispersion by showing that the changes in place field
variability were produced by a global network mechanism
that switched reference frames according to the animal’s
goals during reward-directed behaviours. These data
suggest that attention modulates the variability of spatial
representations through a global network mechanism that
switches reference frames in response to task-relevant
information (recently reviewed by (Johnson et al. 2009).

Attention modulates the long-term
stability of hippocampal representations

These several experiments and models strongly implicate
attention as a modulator of place cell activity. However,
these studies did not assess whether attention directly
influences long-term memory encoding. This question
was recently tested in our laboratory by a series of
experiments, conducted by Kentros and collaborators
(2004), evaluating how differential degrees of attention
to environmental cues affect the stability of place fields in
mice.

Kentros and collaborators found that when mice freely
explore an environment under no task contingencies,
place fields are not stable. This finding, at first glance,
appears to contradict the established idea from the rat
literature that, once formed, place fields are always fixed
to a particular spatial location (Thompson & Best, 1989).
We realized, however, that this difference in stability might
simply reflect the fact that these measures have been
taken differently in rats and in mice, although this does
not rule out neuroethological differences between the
species. Rats do not freely explore an open field in the
absence of food reinforcement and, therefore, cannot be
used to study spatial representations without additional
motivation. As a result, rats are normally tested during
forageing activities to encourage complete sampling of
the arena (Thompson & Best, 1989). Mice, by contrast,
exhibit high levels of spontaneous activity, and can be
tested during free exploration without the presence of
motivational rewards (Kentros et al. 2004; Muzzio et al.
2009). This characteristic led us to think that the mouse
might be a highly tractable model system for studying
the interplay between attention and memory at both the
behavioural and physiological levels.

To study the effects of differential attentional
engagement on long-term spatial memory retrieval, we
exposed mice to four different behavioural conditions that
varied in terms of the degrees of attentional demands that
were placed on the animals and measured the stability of
spatial representations over time (see Fig. 2). In the no-task
condition, animals freely navigated in the environment
under no task contingencies. In the forageing condition,
animals searched for food pellets randomly scattered
in the environment. In the discriminating condition,
animals were exposed to a novel environment in between
forageing sessions. Finally, in the spatial task condition,
animals performed a spatial task that required finding
an unmarked goal region in the environment in order to
turn off aversive lights and sounds. The spatial task was
similar to the Morris water maze, where animals have to
use environmental cues to find a goal location to escape
from an aversive stimulus (e.g. cold water).

We found that the degree of place cell stability in area
CA1 of the hippocampus correlated with the degree to
which the animal assigned behavioural significance to the
visuospatial landmarks in the training environments. For
example, the animals assigned to the no-task condition
displayed poor place field stability, while the animals
accurately performing a spatial task displayed stable
place fields. Thus, the hippocampal representation of the
environment was not automatically stable but instead
depended upon the animal’s behavioural context: place
fields were stable only when the task required mice to
attend to the spatial layout of the environment (Fig. 3).

Interestingly, some animals trained in the spatial task
failed to learn it. In these non-performing animals the
place fields were far less stable than those of their
littermates who performed the task well, showing that the
accuracy of spatial memory retrieval directly correlated
with task performance: only those animals that assigned
significance and attended to the visuospatial environment
displayed stable retrieval of the spatial map (Fig. 4).

The findings by Kentros et al. (2004) showing that
stable retrieval of the place cell maps requires attention
raised the following questions: Is the non-selective
attentional state generated by the arousal resulting from
performing a goal-oriented task sufficient to stabilize the
place field map? Or does this process require selective
attention to space? To address these questions, Muzzio
and collaborators (2009) developed two versions of a
goal-oriented task that differ with respect to whether
the animal must pay attention to fixed visuospatial cues
or a spatially shifting olfactory cue. In the visuospatial
version, mice had to associate a specific spatial location
with the reward, independent of the odour covering
the reward. Thus, in each trial the same location was
rewarded but the odours covering the reward changed.
In the non-spatial olfactory version, mice had to associate
a specific odour with the food reward, independent of
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spatial location. In each trial the location of the cup
containing the rewarded odour shifted semi-randomly
among the four-cup locations (Fig. 5). We reasoned that
if a general state of arousal was sufficient to produce place
field stability, then both the visuospatial and olfactory
groups should display stable place fields. By contrast,
if selective attention to a particular spatial reference
frame was important, then only the visuospatial animals
should display place field stability. In this context, selective
attention was defined as the process by which animals
‘selected’ stimulus features that were task-relevant from
a rich environmental background that contained relevant
and irrelevant information (Driver, 2001). Our measure
of whether animals attended to this information was the
accuracy and stability of the retrieved memories.

Using this approach, we found that only animals
that selectively attended to the visuospatial environment
displayed both short- and long-term stability of place
fields in the hippocampal area CA1. The place fields
recorded from these animals were not only stable
but also organized and coherent, which reflected a
smooth distribution of firing activity within the fields.
Conversely, the place field stability of cells from animals

Figure 2. Four tasks requiring different
degrees of attention to the visuospatial
environment
A, No Task animals were repeatedly placed into
the recording environment under no-task
contingencies. B, Forageing animals were
food-deprived and trained to search for
randomly dropped food pellets. C,
Discriminating animals were treated exactly as
the Forageing animals, except that these
animals were placed into a novel environment
between familiar forageing sessions. D, Spatial
Task animals performed an operant place
preference task that required to find an
unmarked goal region in order to turn off
aversive stimuli (bright lights and loud noise).
Published with permission of Neuron.

that attended to a spatially shifting olfactory cue was
dramatically reduced. In this group, the place fields were
disorganized and dispersed in the environment. Inter-
estingly, the lack of stability and coherence of place
fields in the olfactory group was paralleled by the
emergence of representations that re-mapped according to
the position of the reward-associated odour in every trial.
These olfactory representations were more consistently
retrieved during periods of sniffing and digging when
animals were restricted to the cup locations in close
proximity to the odours and reward, and were not
processing space (Muzzio et al. 2009). These data
suggest that attention acts as a switch that can shift the
processing of visuospatial representations in favour of
reward-associated odour representations by modulating
the encoding of task-relevant non-spatial aspects of the
environment (Fig. 6).

These findings also illustrate two important points.
First, during navigation, the primary firing mode of
hippocampal cells is spatial (O’Keefe & Nadel, 1978).
Under these conditions, animals will display spatial
representations during both attentive and inattentive
states. However, the stability and coherence of the spatial
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map requires selective attention to space. Second, when
animals are not navigating, the retrieval of non-spatial
cues is more prominent. These results are in agreement
with findings showing that hippocampal cells can code
odours during brief periods of sniffing (Wiener et al. 1989;
Wood et al. 1999), temporal relationships during classical
conditioning protocols (Weiss et al. 1996; McEchron
& Disterhoft, 1999; McEchron et al. 2003), and the
negative valence of a learned fear stimulus (Moita et al.
2003). In all these cases, hippocampal cells code the
task-relevant information that is critical for the animal
by changing firing rate responses. Thus, it has been
suggested that the hippocampus codes some salient aspects
of the environment through changes in firing rate that
later are bound together in a spatial context to form an
explicit memory (Huxter et al. 2003). In this context,
hippocampal rate coding resembles the process of ‘bias

Figure 3. Behavioural relevance modulates hippocampal place
field stability
A, in the No Task group the short-term stability of place fields
calculated between sessions recorded every 30 min was high,
indicating that in this group the place cells fired in the same
circumscribed locations after a short-term delay. However, the
long-term stability recorded every 6 h was low, indicating that the
place cells fired in different regions of the environment after a
long-term delay. B, average similarity scores for place field recorded in
the same familiar environment in the 4 behavioural tasks (Fig. 2A–D).
There was a gradual increase in place field stability that was maximal
in cells recorded from animals performing the spatial task. Published
with permission of Neuron.

competition’ described in the visual system (Desimone
& Duncan, 1995), where changes in firing rate serve to
bias information processing by favouring critical over
irrelevant information – a mechanism of visual perception
that also has been associated with attention (Desimone,
1996; Chelazzi et al. 1998; Duncan, 1998).

Physiological mechanisms of attentional
modulation of spatial memories

Even though firing rate changes may serve to increase
the saliency of particular stimuli or some task-relevant
aspects of the environment, firing rate mechanisms alone
are probably not sufficient to modulate the saliency of a
complex representation such as space. Since encoding of a
spatial construct involves the integration of many inputs
representing several multimodal sensory contributions,

Figure 4. Spatial task performance correlates with the degree
of place field stability
A, average latency to turn off aversive stimuli in the spatial task.
Animals were divided into two groups, those that learned the spatial
task (performers) and those that did not (non-performers). B, only
animals that learn the task (performers) displayed high place field
stability. Published with permission of Neuron.
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e.g. proprioception, visual perception of colour, shapes
and distance, it is likely that an attentional mechanism
that modulates this type of representation would produce
network changes that simultaneously affect all the inputs
giving rise to this representation. Such a mechanism
could ensure that all aspects of the spatial representation
are modulated simultaneously and that all the salient
features are integrated. This view is supported by
the findings, discussed previously, that the attentional
switches in reference frames appear to require global
network modulation (Jackson & Redish, 2007).

A possible network mechanism for physiological
integration of sensory stimuli in cortical sensory areas
is neuronal synchronization in the gamma band (Singer
& Gray, 1995; Womelsdorf et al. 2006; Womelsdorf &
Fries, 2007). In sensory areas, gamma synchronization
participates in the encoding of complex stimuli such as
composite odours (Laurent, 1996; Stopfer et al. 1997) or
different features of complex visual cues (e.g. distance,
continuity, colinearity, etc. (Gray et al. 1989; Engel et al.
1991; Kreiter & Singer, 1996). In all of these cases,
synchronization simultaneously raises the saliency of
the relevant stimulus features, thereby defining which
responses should be integrated for further processing
(‘feature binding’; for review see Singer & Gray, 1995). As
a result, the gamma synchronization involved in ‘feature
selection’ has also been strongly associated with attention
in both animals and humans (Gruber et al. 1999; Fries
et al. 2001, 2002; Niebur et al. 2002). Indeed, gamma
synchronization increases in the presence of attended
stimuli, decreases in the presence of unattended ones
and is diminished by distracters (Fries et al. 2001; Taylor

Figure 5. Visuospatial and olfactory goal-oriented tasks
Animals were trained to retrieve a food reward hidden inside a cup
filled with scented bedding. In the visuospatial group, animals had to
attend to the visuospatial cues placed on the wall of the cylinder and
ignore the odours placed on each cup to find the food reward. In the
olfactory group, animals had to attend to an odour that shifted
locations on every trial and ignore the visuospatial cues on the wall of
the cylinder to retrieve the food reward. Animals were trained for
3 days receiving two 3-trial sessions per day. Adapted from Muzzio
et al. 2009.

et al. 2005) – a common test of attentional disengagement
(Reynolds & Chelazzi, 2004).

Neuronal synchronization can be manifested in one
of two ways: by an increase in the power of a
specific frequency, which reflects that more neurons
are synchronized, or by an increase in spike phase
locking at a particular frequency. In both cases the
result reveals that the population oscillatory response
is more synchronized at a specific frequency band,
which increases the chances that the population of
active neurons could have an effect on the postsynaptic
cells (Axmacher et al. 2006). Such a mechanism has
strong implications for neuronal processing and memory
consolidation because it facilitates amplification of critical
information on downstream targets (Salinas & Sejnowski,
2001). Specifically, gamma oscillations could enhance
synaptic potentiation. For example, the time windows
between connected neurons that lead to optimal plastic
changes range from 10 to 30 ms. These are the same
time intervals that characterize the cycling patterns of
low gamma oscillations (30–60 Hz). Furthermore, within
these time windows, discharges that coincide with the peak
depolarizing phase of the gamma cycle lead to synaptic
potentiation and those coinciding with the trough to
synaptic depression (Wespatat et al. 2004). By increasing
or decreasing the strength of information on postsynaptic
targets, this mechanism gives gamma oscillation control
over the selection of task relevant information. As a
corollary, gamma oscillation could provide a physiological
mechanism through which attention selects information
for long-term memory storage.

At the level of the hippocampus, the possible link
between an attentional process mediated by gamma
synchronization and memory formation is supported
by several studies using intracranial electrophysiological
recordings in epileptic patients (Fell et al. 2003; Sederberg
et al. 2003, 2007a,b). These studies showed that increases
in gamma activity in the hippocampus not only
correlate with encoding but also with the retrieval of
correct memories (Sederberg et al. 2007a). Furthermore,
gamma synchronization between the hippocampus
and the entorhinal cortex also predicted successful
memory encoding (Fell et al. 2003), indicating that
synchronous coupling between structures involved in
memory encoding is critical for successful memory
formation.

The earlier studies evaluated gamma synchronization
in the context of semantic memory. To determine if
gamma synchronization also influenced the encoding and
retrieval of long-term multimodal spatial memories, our
laboratory examined neuronal synchronization during
acquisition of the visuospatial and olfactory tasks
(Fig. 5). We found that at the beginning of each trial when
animals were actively searching for the reward, there was an
increase in neuronal synchronization only in animals that
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attended to the visuospatial environment. This increase
in neuronal synchronization was produced by a gradual
enhancement in phase locking in the low gamma range
(20–60 Hz) (Fig. 7). No changes in synchronization,
in either the visuospatial or the olfactory group, were
observed in the theta range. Importantly, the enhanced
synchronization in the gamma range was restricted to
the periods when animals in the visuospatial group
were searching for the reward and disappeared at the
end of the trials when animals were not attending to
the environmental task-contingencies. Furthermore, the
synchronization was diminished by a distracter, suggesting
that hippocampal gamma synchronization shares features

Figure 6. Only attention to the fixed visuospatial environment leads to stable spatial representations
A, long-term stability on days 1 and 3 during training in the visuospatial and olfactory tasks. Only animals that
learned to attend to space (visuospatial group) displayed place field stability on Day 3. B–D, examples of rate
maps from cells recorded in the visuospatial (B) and the olfactory groups (C and D) during training. B, on day 1
the depicted cell displays a place field with low coherence and stability. However, the same cell displays a highly
stable place field on day 3 after the animal has learned to attend to space. C and D, examples of cells in the
olfactory group where the fields become locked to the reward-associated odour (C) and the fields become highly
unstable and unorganized (D). Red circle in the cartoon below each map indicates position of the reward. Purple
square on top of each map indicates peak firing rate. Colour map next to panel B indicates how firing activity was
represented in the maps. Adapted from Muzzio et al. 2009.

with the attentional physiological processes described in
cortical areas (Fries et al. 2001). Similar to the human
studies described above, the enhancement in neuronal
synchronization reported in this study correlated with the
increase in place field stability, suggesting that a physio-
logical attentional mechanism of signal amplification is
necessary for stable spatial memory retrieval (Muzzio et al.
2009).

Recent studies in the rat have also reported increases
in gamma oscillations in the context of spatial
navigation. Montgomery et al. (2008) trained rats in a
delayed alternation T-maze and recorded dendritic and
somatic local field potentials from several areas of the
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hippocampus. The authors found increases in gamma
power when animals approached the T-junction – a point
where animals have to evaluate choices. Johnson & Redish
(2007) recently reported similar results in a multiple
T-maze task. At the last junction where animals had to
decide whether to turn right or left, reconstruction of the
firing patterns at fast time scales showed projections of
locations ahead of the animal (‘sweep forward’; Fig. 8A).
These sweeps went first down one path and then the
other. During these periods when animals deliberated
about turning right or left, the authors suggested that
animals were evaluating possible outcomes by vicarious
trial and error. Interestingly, during these periods of
cognitive processing there was an increase in gamma and
theta power (Johnson & Redish, 2007, Fig. 8B and Ea). We
suggest that the increase in gamma activity at the juncture
points described in these studies results from increasing
attentional resources to task-relevant information.

Neuroanatomical substrates of
hippocampal attentional modulation

To understand how attention might modulate complex
multimodal representations during encoding and
retrieval, it will be important to determine whether the
neuronatomical interconnectivity of this area provides
a basis for an attentional process to occur (Rowland
& Kentros, 2008). In this section we will first review

Figure 7. Gamma synchronization is enhanced in animals that
attend to space during periods of navigation
A and B, spike-triggered average (STA) across three training days in an
animal trained in the visuospatial group (A) and one trained in the
olfactory group (B). High synchronicity is only observed in the
visuospatial animal. C, relative power of Gamma shows that gamma
synchronization is only enhanced in the visuospatial group on days 2
and 3. Adapted from Muzzio et al. 2009.

the connectivity within the hippocampal formation
comprising three regions: the entorhinal cortex (EC),
the input region to the hippocampus proper; the
hippocampus proper; and the subicular complex, the
output region. The pathways connecting these areas
display a unique arrangement that supports the role
of attention in the selection of novel and/or critical
information. Then, we will review the connectivity
between the hippocampus and cortical and subcortical
areas involved in attention, which further suggests that
the hippocampus is in a central position to modulate the
interplay between attention and memory.

Entorhinal-hippocampal circuitry supports selection
of critical information

The flow of information into the hippocampal formation
starts in the entorhinal cortex, which is the major input
to the hippocampus. The entorhinal cortex is divided
into medial and lateral regions, each of which receives
polymodal information from associational areas including
the parahippocampal (postrhinal in rodents) and
perirhinal cortices (Witter, 1986; Amaral & Witter, 1989).
Within the medial entorhinal area, the dorsolateral region
contains grid cells – multipeaked grid cells (see page 2
and Fyhn et al. 2004; Hafting et al. 2005). The lateral
subdivision primarily conveys non-spatial information
including olfactory information from the perirhinal cortex
(Burwell, 2000). The entorhinal cortex displays a laminar
organization consisting of six layers that are inter-
connected by axon collaterals. The superficial layers II and
III, with minor contributions from the deep layers, send
information to the hippocampus proper, and completing
the loop, the deep layers V and VI receive processed
information from the subiculum – the major output
structure of the hippocampus – back into the entorhinal
cortex (Witter et al. 1989).

The hippocampus proper consists of the dentate gyrus
and areas CA3 and CA1. These areas receive inputs from
different layers of entorhinal cortex. Layer II projects
to the dentate gyrus and region CA3 via the perforant
pathway, whereas layer III projects directly to CA1 and
the subiculum via the temporoammonic pathway (Witter
& Amaral, 2004). Information that reaches the dentate
gyrus from layer II reaches area CA1 indirectly by means
of a series of interconnected axonal paths known as the
trisynaptic loop including the perforant path, the mossy
fibres, and the Schaffer collaterals. Thus, CA1 receives
information via two routes, a direct one arising from layer
III of the entorhinal cortex and an indirect one arising
from CA3 via the trisynaptic loop (Fig. 9). The direct route
terminates on the distal portions of the apical dendrites,
whereas the indirect route terminates on the proximal
dendrites.
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Figure 8. Gamma power is increased during vicarious trial and error
A, sweeps recorded at the final T choice point showing spatial representations ahead of the animal’s position.
These representations sampled each arm and were obtained through reconstruction from the firing patterns of the
neuronal ensemble at fast time scales. B–D, average cross frequency correlations at choice point (B), approaching
the choice point (C) and approaching the feeders (D). Note the enhanced average gamma at the choice point in
comparison to the other locations. Ea, gamma power recorded from an animal as it made a turn to the right.
Note the enhanced gamma power at the choice point. Eb, speed of movement. Ec, schematic representation of
the maze showing all positions sampled during the session (grey) and the path of the animal during the time
Gamma was measured (coloured points). Adapted from Johnson & Redish (2007); published with permission of
the authors and the JNS. Published with permission of J Neurosci and David Reddish.
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This neuroanatomical arrangement places the CA1
region in a unique position to compare the information
that has been processed through the trisynaptic loop with
the new information arriving directly from cortex. This
arrangement has inspired models predicting that the area
CA1 serves as a novelty detector (Lisman & Grace, 2005)
or an attentional gate (Vinogradova, 2001). Both of these
ideas would require that information be differentially
integrated along the apical dendrites. This is supported by
the differential ion channel distribution in these dendrites
(Hoffman et al. 1997; Lorincz et al. 2002), which has
been shown to produce differential regional excitability
(Nolan et al. 2004). This characteristic might be essential
for an attentional gating system that relies on integrative
properties.

Cortical and subcortical connections
with the attentional networks

Neurotransmitter systems. More than 35 years ago,
Michael Posner proposed that attention is not a single
entity but consists of several processes that are functionally
and neuroanatomically distinct (Posner & Petersen,
1990). For example, different attentional mechanisms are
likely to be required for maintaining an alert state, for

Figure 9. Neural circuitry important for processing and storing polymodal representations
Information converges on the entorhinal cortex. This information reaches area CA1 via two routes, an indirect
pathway that reaches CA1 via a series of synaptic connections (blue arrows, trisynaptic loop) and a direct route
through the temporoammonic pathway (purple arrows). Some processed information is redirected to the entorhinal
cortex via the subicular output (black arrow).

orienting to targets, and for exerting executive control of
thoughts and behaviour (Fan & Posner, 2004). Neuro-
imageing and pharmacological studies later confirmed
that each of these attentional networks requires a distinct
neuroanatomical substrate that is modulated by a different
neurotransmitter system (Marrocco et al. 1994; Fan &
Posner, 2004; Raz, 2004). Orienting requires the posterior
parietal cortex (PPC) and is modulated by the cholinergic
system. Alerting relies heavily on the thalamus and some
cortical areas including superior parietal lobe, superior
temporal lobe, and frontal eye fields, and is mediated by
the noradrenaline system in the locus coeruleous. The
executive network requires the anterior cingulate and
lateral parts of the prefrontal cortex and mainly relies on
the dopaminergic system (Raz, 2004; Posner & Rothbart,
2007).

Each of the main neuromodulatory systems involved
in attention sends inputs to the hippocampus. The
cholinergic input reaches the temporal lobe via the medial
septum and the diagonal band of Broca (Witter et al. 1989),
the noradrenaline input originates in the locus coeruleous
and projects heavily to the dentate gyrus (Haring &
Davis, 1985), and the dopaminergic input originates in
the ventral tegmental area and projects heavily to the
ventral CA1 area and the entorhinal cortex (Gasbarri et al.
1994, 1996, 1997; Lisman & Grace, 2005). Disturbance in
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the activity of several of these neurotransmitter systems
has been implicated in a variety of clinical disorders
characterized by an inability to focus attention, such as
attention deficit disorder, schizophrenia, senile dementia,
and Parkinson’s disease (Clark et al. 1987; Politis et al.
2004; Oades et al. 2005; Martin & Freedman, 2007; Kim
et al. 2008; Scarr & Dean, 2008).

Even though the role of these neurotransmitter systems
has been extensively studied in relation to neuro-
psychiatric disorders (Sarter et al. 2007), their effect
on place cell firing has been explored in very few
studies. As a result, we investigated the effects of
D1/D5 agonists and antagonists, two major dopamine
receptors expressed in the hippocampal formation, on
place field stability (Kentros et al. 2004). Consistent
with a role for dopamine in attentional processes within
the hippocampus, we found that place field stability
was increased by systemic applications of a D1/D5
receptor agonist and compromised by a D1/D5 antagonist
(Fig. 10B). These results closely parallel findings showing
that lesions of the mesohippocampal dopaminergic
pathway affect the ability to acquire and store information
in the Morris water maze (Gasbarri et al. 1996) and

Figure 10. Dopamine modulation of place field stability
A, schematic representation showing signalling cascades leading protein synthesis. Dopamine and Ca2+ increase
levels of cAMP, which activates PKA and MAPK. These kinases translocate to the nucleus to activate CREB and
initiate transcription processes that lead to synthesis of new proteins. B, animals in the No Task condition (Fig. 2A)
were injected with the D1/D5 receptor agonist SKF 38393. Animals in the Forageing condition (Fig. 2B) were
injected with the D1/D5 receptor antagonist SCH 2390. Place field correlations between sessions were calculated
prior to drug injection and 6 h post injection. The agonist-injected animals displayed higher stability than the no
task animals that did not receive the drug, whereas the antagonist-injected animals displayed lower place field
stability than the forageing animals that did not receive the drug. Tasks are described in the section ‘Attention
modulates the long-term stability of hippocampal representations’ and Fig. 2.

the effects of dopamine agonists and antagonists on LTP
(Huang & Kandel, 1995) and long-term memory in ageing
mice (Bach et al. 1999).

Our studies could not distinguish between the D1
and D5 receptor-mediated modulation. However, a recent
study using a selective blockade of the D1 receptor in rats
found that when animals were tested in an unchanged
environment, place field stability was not affected.
However, the re-mapping observed after a contextual
change involving recordings in complete darkness was
exacerbated (Gill & Mizumori, 2006). Since the contextual
change from a lit to a dark environment requires a
switch in reference frames from an allocentric (driven
by external cues) to an egocentric (driven by internal
cues) standpoint, the D1 receptor might be involved in the
attentional process that is necessary to successfully switch
reference frames. Interestingly, the D1 receptor is more
abundant in the entorhinal cortex, whereas the D5 receptor
predominates in the hippocampus (Montague et al. 2001).
This suggests that the attention involved in reference frame
switching might require the entorhinal cortex, whereas
the D5 receptor may be selectively involved in place cell
stability.
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The effects of the cholinergic system on place cells were
investigated in one study in rats using scopolamine, a
specific antagonist of the muscarinic receptor. Blocking
muscarinic transmission reduced place cell firing rate,
decreased the spatial coherence, and reduced the stability
of place fields (Brazhnik et al. 2003). Similarly, Tanila
(2001) found that modulating noradrenaline release by
using agonists and antagonists of the α2-autoreceptors
destabilized place fields as well. These results suggested
that place cell stability might be vulnerable to more
than one neuromodulatory system. It remains to be
determined whether these neurotransmitter systems affect
place cell stability through their contributions to a
hippocampus-mediated attentional process.

Hippocampal connections with attentional networks.
In addition to receiving subcortical inputs from all
the neurotransmitter systems involved in attention, the
hippocampus has direct and indirect connections with
several brain areas involved in attentional processing.
For example, the posterior parietal cortex, an area
that participates in attention and planning (Coulthard
et al. 2008), has recently been proposed to be the key
structure that translates spatial information arising from
the temporal lobe into actual plans for locomotion
(Whitlock et al. 2008). Therefore, the interaction between
information that undergoes attentional selection in both
structures might be of fundamental importance for
proper navigation. The hippocampus does not have
direct connections with the posterior parietal cortex;
however, interaction between these areas may occur
via the postrhinal and retrosplenial cortices, which are
heavily connected to the posterior parietal cortex (Burwell
& Amaral, 1998; Kerr et al. 2007). By contrast, the
hippocampus sends strong projections to the medial
prefrontal cortex, but this area does not project back to
the hippocampus and only has few and weak projections
to the entorhinal cortex (Swanson, 1981; Jay et al.
1989; Sesack et al. 1989). The prefrontal feedback to
the temporal lobe is thought to occur via the nucleus
reuniens of the thalamus, which is the major thalamic
projection to the hippocampus (Vertes et al. 2007). Since
the thalamus participates in orienting attention as well
as arousal (Schiff, 2008), the interconnectivity with the
medial prefrontal cortex places it in a unique position
to convey different sources of attentional information
to the temporal lobe. Finally, the anterior cingulate – a
critical area for executive attention – is connected to the
entorhinal cortex and subiculum, providing an additional
indirect pathway through which the hippocampus could
receive attentional information (Jones & Witter, 2007). In
summary, the neuroanatomical connections between the
hippocampus and cortical and subcortical areas involved
in attention place the entorhinal cortex and hippocampus

in a central position to further modulate attentional
processes.

An overall view

The pioneering work of Hubel and Wiesel in
understanding vision has encouraged the application of
their single cell approach to higher-order association
cortical areas. Using this approach, there have been
important advances over the past 50 years in defining
how sensory information is represented and modulated
by attentional mechanisms. Here we present evidence
that attentional processes contribute to the stabilization
of spatial representations in the dorsal hippocampus
by enhancing processing of task-relevant information.
We show that attention in the dorsal hippocampus
can act on the retrieval of spatial information in the
same manner as selective attention in cortical areas
modulates sensory perception. In each case, attention
increases the strength and reduces the variability of the
encoded signal. This is particularly evident in the increased
coherence and reduced variability observed in tasks
that require directionality or goal-directed behaviour.
We also provide evidence that the attentional process
necessary for the long-term stability of hippocampal
representations is mediated by increased synchronicity
in the low gamma frequency. Such a global network
mechanism could ensure that the critical aspects of the
multimodal representation of space are simultaneously
selected and encoded in long-term memory. Finally, we
suggest that neuroanatomical connections support the
idea that an attentional process could occur at the level
of the hippocampus and that a component contributing
to hippocampal attentional modulation is mediated by
dopamine and other neuromodulatory systems.

These several findings are consistent with the idea that
attention is not a unitary process since it is neither a
property of a single structure nor a function of the brain
as a whole (Posner & Petersen, 1990). Rather, attention
represents a family of processes that functions in different
behavioural contexts, with different time frames and at
different hierarchal levels of the central nervous system.
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