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Abstract
Recent advances in the theoretical treatment of proton-coupled electron transfer (PCET) reactions
are reviewed. These reactions play an important role in a wide range of biological processes, as well
as in fuel cells, solar cells, chemical sensors, and electrochemical devices. A unified theoretical
framework has been developed to describe both sequential and concerted PCET, as well as hydrogen
atom transfer (HAT). A quantitative diagnostic has been proposed to differentiate between HAT and
PCET in terms of the degree of electronic nonadiabaticity, where HAT corresponds to electronically
adiabatic proton transfer and PCET corresponds to electronically nonadiabatic proton transfer. In
both cases, the overall reaction is typically vibronically nonadiabatic. A series of rate constant
expressions have been derived in various limits by describing the PCET reactions in terms of
nonadiabatic transitions between electron-proton vibronic states. These expressions account for the
solvent response to both electron and proton transfer and the effects of the proton donor-acceptor
vibrational motion. The solvent and protein environment can be represented by a dielectric continuum
or described with explicit molecular dynamics. These theoretical treatments have been applied to
numerous PCET reactions in solution and proteins. Expressions for heterogeneous rate constants and
current densities for electrochemical PCET have also been derived and applied to model systems.

I. Introduction
The coupling between electrons and protons plays a vital role in biological processes such as
photosynthesis, respiration, and enzyme reactions, as well as in fuel cells, chemical sensors,
and electrochemical devices. Proton-coupled electron transfer (PCET) reactions involving the
transfer of an electron and a proton may be sequential, where either the electron or the proton
transfers first, or concerted, where the electron and proton transfer simultaneously. This general
definition of PCET includes hydrogen atom transfer (HAT), in which the electron and proton
transfer simultaneously between the same donor and acceptor. These distinctions are not
rigorously defined because the electron and proton behave quantum mechanically and hence
are not localized to a single point at any given time. Thus, to maintain generality, all of these
types of mechanisms can be viewed within the unified framework of PCET reactions.

A wide range of experiments have been designed to probe PCET reactions in solution,1–14

proteins,15–21 and electrochemistry.22–24 These experiments have uncovered complex
behavior of PCET systems, including large deuterium kinetic isotope effects (KIEs) at room
temperature,9,16 weak or even inverse temperature dependences of the KIEs,14,16 and unusual
pH dependences of the rates5 or current densities.22 Structural and energetic aspects of PCET
in solution and proteins have been studied computationally with quantum chemistry
calculations and molecular dynamics simulations.24–36 In addition, the intriguing experimental
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kinetic data have motivated the development of theoretical approaches to model PCET
reactions37–39 and to calculate the rates and KIEs in solution, proteins, and electrochemistry.

From a historical perspective, the theoretical treatment of PCET reactions has been strongly
motivated by Marcus theory for electron transfer,40,41 as well as related theories for
vibrationally nonadiabatic proton transfer.42–45 Cukier and coworkers proposed a PCET theory
that is a direct extension of Marcus theory for electron transfer, in which the proton transfer
coordinate is treated as an inner-sphere solute mode.46–48 The resulting rate expressions
include a Franck-Condon overlap of the proton vibrational wavefunctions, which are localized
in asymmetric double well potentials for the reactant and product states. Subsequently, we
generalized this theory by introducing two collective solvent coordinates corresponding to
electron and proton transfer.49–51 In this generalized theory, the reaction is described in terms
of nonadiabatic transitions between mixed electron-proton vibronic states. The initial form of
this theory represented the solvent environment by a dielectric continuum, but later forms
utilized an explicit molecular solvent and protein environment. Further extensions of this
theory included the dynamical effects of the proton donor-acceptor motion,52 which has been
shown to play an important role in proton transfer reactions.43,53,54 These nonadiabatic PCET
theories have been applied to PCET in solution and proteins.16,17,48,55,56

Related theoretical approaches have also been used to study electrochemical PCET. The
advantage of electrochemical systems is that the reaction can be controlled through the
electrode potential, and observables such as current density can be measured directly as a
function of the overpotential without the complexities inherent to homogeneous reactions in
solution and proteins. Costentin, Savéant, and coworkers have modified portions of the
homogeneous nonadiabatic PCET theory to reflect the electrochemical environment in certain
limits.57 Subsequently, we derived a series of expressions for heterogeneous rate constants and
current densities for electrochemical PCET that account for the effects of extended ET in the
diffuse layer, as well as the effects of the proton donor-acceptor vibrational motion in various
well-defined limits.58 Schmickler and coworkers have developed an alternative approach based
on the Anderson-Newns model Hamiltonian used widely in the theory of electrochemical ET.
59,60 Recently, we developed an extension of this model Hamiltonian in a basis of electron-
proton vibronic states including the effects of the proton donor-acceptor vibrational motion.
61 This general model provides the framework for the inclusion of the coupling of
electrochemical PCET reactions to the breaking and forming of other chemical bonds and for
the derivation of rate constant expressions for adiabatic as well as nonadiabatic electrochemical
PCET reactions.

Although HAT can be viewed as a type of PCET reaction, historically the theoretical treatment
of HAT has evolved separately. Traditionally, HAT has been studied with electronic structure
methods and multidimensional tunneling calculations in the gas phase.62,63 More recently,
Mayer and coworkers have applied adiabatic Marcus theory to HAT reactions in solution.10,
13 Other groups have described HAT with a nonadiabatic formulation analogous to the theories
developed for PCET.51,64,65 In this unified framework for describing both HAT and PCET,
proton transfer is electronically adiabatic for HAT but electronically nonadiabatic for PCET,
leading to different methods for calculating the vibronic coupling between mixed electron-
proton vibronic states.66 We have proposed a quantitative diagnostic for differentiating
between HAT and PCET in terms of the degree of electronic nonadiabaticity.66 This diagnostic
is based on an adiabaticity parameter defined by Georgievskii and Stuchebrukhov within a
semiclassical framework for calculating the vibronic couplings.67 The adiabaticity parameter
depends on the electronic coupling, as well as other characteristics of the potential energy
surface and the tunneling quantum particle. The distinguishing topographical characteristics
of the potential energy surfaces for HAT and PCET have also been examined recently.68
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An outline of this article is as follows. Section II summarizes a general theory of PCET
reactions, including the definitions of the electronic and vibronic states, the mechanisms, and
the rate constant expressions in various well-defined limits. Section III discusses a unified
theory for PCET and HAT, as well as a quantitative diagnostic for differentiating between these
two types of mechanisms. Sections IV and V describe representative applications of these
theoretical formulations to PCET in solution and proteins, respectively. Section VI summarizes
a theory for electrochemical PCET and discusses the characteristics of the current density that
differentiate electrochemical PCET from ET. Future directions are discussed in Section VII.

II. General Theory
A. Electronic and vibronic states

A general PCET reaction involving the transfer of one electron and one proton can be described
in terms of four diabatic electronic states:49

(1)

where 1 and 2 denote the ET state, and a and b denote the PT state. This model can describe
sequential mechanisms, where the proton transfers prior to the electron (i.e., 1a → 1b → 2b)
or the electron transfers prior to the proton (i.e., 1a → 2a → 2b), as well as concerted
mechanisms, where the electron and proton transfer simultaneously (i.e., 1a → 2b). Depending
on the relative energies of the four diabatic states, as well as the couplings between them, all
of these mechanisms are possible.

Experimental measurements of PCET reaction rates usually focus on the electron transfer rates
by monitoring, for example, the absorbance or emission of the electron donor or acceptor. For
comparison to these types of experimental data, the overall PCET reaction can be described in
terms of reactant and product states that correspond to the electron being localized on the donor
and acceptor, respectively. In terms of the diabatic electronic states defined above, the reactant
states (I) can be defined as mixtures of the 1a and 1b states, and the product states (II) can be
defined as mixtures of the 2a and 2b states. In this case, a transition from a reactant to a product
state corresponds to either ET or PCET, depending on the relative contributions of the PT
diabatic states a and b.

Figure 1 illustrates the physical meaning of the four diabatic states and the overall PCET
reactant and product states. Figure 1a depicts the energy profiles along the proton coordinate
for the four diabatic states defined above and the adiabatic states that are obtained by
diagonalizing the 4×4 Hamiltonian matrix in the basis of these four diabatic states. Typically
the second and third excited adiabatic states are much higher in energy than the ground and
first excited adiabatic states and therefore can be neglected. In principle, the lowest two
electronic adiabatic states could be obtained from a conventional multiconfigurational
electronic structure calculation, in which the hydrogen is moved along a grid between the donor
and acceptor. Figure 1b depicts the two sets of diabatic states 1a/1b and 2a/2b and the
corresponding electronic states obtained by block diagonalization of the 1a/1b and 2a/2b blocks
of the 4×4 Hamiltonian matrix. The electronic couplings between the PT diabatic states a and
b are usually large enough so that the excited states from each 2×2 block diagonalization are
much higher in energy than the ground states and therefore can be neglected. Thus, the two
ground electronic states from the 1a/1b and 2a/2b block diagonalizations correspond to the
reactant and product diabatic states I and II, respectively, for the overall PCET reaction, as
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depicted in Figure 1c. In this limit, diagonalization of the 2×2 Hamiltonian matrix in the basis
of the two states I and II depicted in Figure 1c would lead to the lowest two adiabatic states
depicted in Figure 1a.

Due to the quantum mechanical nature of the proton, PCET reactions are described in terms
of mixed electron-proton vibronic states rather than purely electronic states.49 The vibronic
states can be determined by calculating the proton vibrational states for the electronic states I
and II depicted in Figure 1c. Solution of the timeindependent Schrödinger equation for the
proton moving in each of these potentials leads to two sets of proton vibrational wavefunctions
ϕ Iμ (r p) and ϕ IIν (r p), associated with the electronic wavefunctions ΨI (r e;r p) and ΨII (r e;
r p), respectively. The double adiabatic vibronic states are defined as products of the electronic
and proton vibrational wavefunctions: the reactant vibronic states are ΨI (r e;r p)ϕIμ(r p), and
the product vibronic states are ΨII (r e;r p)ϕIIν(r p). Note that these vibronic states are double
adiabatic only within each set of vibronic states corresponding to the reactant (I) or the product
(II).

The energies of the electronic and vibronic states depend on the other nuclear coordinates of
the system, including the other solute nuclei and the solvent or protein nuclear degrees of
freedom. Diagonalization of the Hamiltonian matrix in a basis of the double adiabatic vibronic
states leads to a set of adiabatic vibronic states as functions of these nuclear coordinates. We
have shown that the nonadiabatic couplings between the electrons and the proton can be
included in the Hamiltonian matrix elements to remove the double adiabatic approximation in
the generation of the adiabatic vibronic states.69 In practice, however, these electron-proton
nonadiabatic effects have been found to be negligible for the PCET systems studied. If all of
the excited adiabatic vibronic states are sufficiently high in energy so that they can be neglected,
the PCET reaction will occur on the ground adiabatic vibronic state. In general, however, the
effects of excited vibronic states must be taken into account. In the context of explicit classical
molecular dynamics simulations for the nuclei moving on the adiabatic vibronic surfaces,
nonadiabatic transitions among the adiabatic vibronic states can be incorporated using surface
hopping methods.70

Sequential and concerted PCET mechanisms can be differentiated by defining a sequential
mechanism as a reaction involving a stable intermediate arising from single electron or proton
transfer. A stable intermediate can be thermally equilibrated or defined in terms of a specified
lifetime. In this paper, all PCET reactions that do not involve a stable intermediate are denoted
concerted, although the term concerted is not rigorously applicable because the electron and
proton behave quantum mechanically and hence are not localized to a single point at any given
time. A PCET reaction is typically concerted when the energies of the intermediates arising
from single electron and single proton transfer are significantly higher than the energies of the
reactant and PCET product. Within the theoretical framework described above, the mechanism
is determined mainly by the relative energies of the four diabatic states and the couplings
between them. A PCET reaction will be concerted when the 1b and 2a diabatic states are
significantly higher in energy than the 1a and 2b diabatic states.

The remainder of this article will center on concerted PCET reactions according to the above
definition. In this case, the diabatic reactant (I) and product (II) sets of vibronic states provide
a more physically meaningful representation than the adiabatic surfaces discussed above. Note
that the reactant and product states correspond to the electron being localized on the electron
donor and acceptor, respectively. As shown in Figure 1c, typically the proton potential energy
curve for the reactant diabatic state I is asymmetric with the minimum near the proton donor,
and the proton potential energy curve for the product diabatic state II is asymmetric with the
minimum near the proton acceptor. As a result, the proton vibrational ground state
wavefunction is localized near the donor for the reactant state I and near the acceptor for the
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product state II. In this case, the couplings between the diabatic reactant and product vibronic
states are often significantly smaller than the thermal energy due to the small overlap between
the reactant and product proton vibrational wavefunctions, as discussed below. Thus, concerted
PCET reactions are typically in the vibronically nonadiabatic regime and can be described in
terms of nonadiabatic transitions between the reactant and product sets of vibronic states.

B. Mechanism
PCET reactions in the condensed phase can be described in a framework analogous to Marcus
theory for electron transfer. In this framework, the charge transfer reaction is driven by
reorganization of the solvent and protein environment. (For the remainder of this article, we
use the term solvent to denote both solvent and protein.) We have generalized a multistate
continuum theory developed for electron transfer71 to the case of PCET reactions in a solvent
environment represented by an isotropic dielectric continuum.49,50 In this theory, the free
energy surfaces corresponding to the reactant and product vibronic states obtained from the
four diabatic states defined in Eq. (1) depend on two collective solvent coordinates associated
with solvent reorganization upon electron and proton transfer, respectively. Each collective
solvent coordinate is defined to be the difference between the interaction energies of the charge
distribution corresponding to the two relevant diabatic states with the inertial polarization of
the solvent environment. These two solvent coordinates are linearly independent because the
charge densities of the relevant diabatic states are linearly independent.49

Figure 2 depicts a pair of reactant and product free energy surfaces as functions of the two
collective solvent coordinates. Note that these surfaces correspond to mixed electron-proton
vibronic states, and the overall PCET reaction is described in terms of two sets of stacked
surfaces corresponding to the different proton vibrational states for each electronic state. These
free energy surfaces can also be generated from molecular dynamics simulations with explicit
solvent molecules.72 Moreover, the multistate continuum theory can be generalized to reactions
involving the transfer of a total of N protons and electrons, where the number of diabatic states
is 2N and the number of collective solvent coordinates is N.49,73

In the vibronically nonadiabatic limit, the mechanism of PCET can be described in terms of
these two-dimensional free energy surfaces. For a given pair of vibronic states, the system is
initially at thermal equilibrium on the reactant surface. Due to fluctuations of the solvent
environment, the system evolves to the intersection between the two surfaces. A nonadiabatic
transition from the reactant to the product surface occurs with a probability proportional to the
square of the vibronic coupling. Subsequently, the system undergoes relaxation to thermal
equilibrium on the product surface as a result of the reorganization of the solvent environment.
Note that in the nonadiabatic limit, the thermal fluctuations of the environment are assumed
to occur on a much faster time scale than the nonadiabatic transitions in the crossing region,
thereby allowing the utilization of perturbation theory in the form of Fermi’s golden rule to
calculate the rate constant.

The details of this mechanism can be elucidated by viewing a slice of the free energy surfaces
along the line connecting the two minima of the paraboloids, as shown in Figure 3. This figure
also shows the proton potential energy curves and associated proton vibrational states for the
solvent coordinates corresponding to the reactant minimum, the crossing point, and the product
minimum. The shapes of the proton potential energy curves are not significantly affected by
the solvent coordinates in the region of interest. However, the changes in the solvent
coordinates along the reaction path strongly impact the relative energies of the proton potential
energy curves. For a given pair of vibronic states in the normal Marcus regime, the reactant
vibronic state is lower in energy at the reactant minimum, the product vibronic state is lower
in energy at the product minimum, and the reactant and product vibronic states are degenerate
at the crossing point. As mentioned above, the proton vibrational ground state wavefunction
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is localized near the donor for the reactant state and near the acceptor for the product state. In
general, the excited vibronic states may also play an important role in PCET reactions. Figure
4 depicts slices of the free energy surfaces and the corresponding proton vibrational
wavefunctions for two reactant and four product vibronic states for PCET in a rhenium-tyrosine
complex, which will be discussed below.

As mentioned above, the probability of a nonadiabatic transition between two vibronic states
is determined by the square of the vibronic coupling between these two states. This coupling
is defined as the Hamiltonian matrix element between the reactant and product vibronic
wavefunctions. In the electronically nonadiabatic regime, the vibronic coupling is the product
of the electronic coupling between the reactant and product electronic states and the overlap
between the reactant and product proton vibrational wavefunctions. In general, however, this
simple factorization is not valid. This issue will be discussed below in the context of
differentiating between HAT and PCET mechanisms.

C. Rate constant expressions
A series of expressions for PCET rate constants have been derived in various well-defined
limits.50,52 All of the expressions given here are based on Fermi’s Golden rule formalism,
which is valid in the vibronically nonadiabatic limit, in conjunction with linear response theory.
The input quantities for these rate constant expressions can be calculated with a dielectric
continuum representation of the solvent or with molecular dynamics simulations based on an
explicit molecular representation of the solvent.

For fixed proton donor-acceptor distance R, the rate constant is:50

(2)

where the summations are over reactant and product vibronic states, Pμ is the Boltzmann
probability for the reactant state μ, Vμν is the vibronic coupling between the reactant and product
vibronic states μ and ν, λμν, is the solvent reorganization energy for states μ and ν, and  is
the free energy of reaction for states μ and ν. The latter two parameters are defined in Figure
2. All of these quantities depend on the fixed proton donor-acceptor distance R. The free energy
of reaction  can be expressed as the sum of the value for the ground states and the difference
between the product and reactant energy levels ν and μ relative to their respective ground states.
Note that Eq. (2) is related to the Marcus-Levich-Dogonadze expression74–76 for electron
transfer with the proton treated as an inner-sphere quantum solute mode.77 Since the
formulation leading to Eq. (2) includes the coupling between the proton and the solvent,
however, the quantities in Eq. (2) are defined in terms of two-dimensional paraboloids rather
than one-dimensional parabolas, the reorganization energies can vary for different pairs of
states, and the vibronic coupling does not rigorously factor into the product of an electronic
coupling and a Franck-Condon overlap. The effects of varying R may be included by thermally
averaging this rate constant over R. This thermal averaging procedure involves calculating the
rate constant in Eq. (2) for a range of R values and integrating over the R coordinate, weighting
each rate constant by the Boltzmann probability for that value of R.52

We have also derived rate constant expressions that include the dynamical effects of the R
coordinate and the solvent.52 In this formulation, the rate constant is represented by the time
integral of a time-dependent probability flux correlation function. This formulation accounts
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for correlations between the fluctuations of the R mode and the vibronic couplings. Specifically,
the vibronic coupling is assumed to depend exponentially on R:

(3)

where R̅μ is the equilibrium value of R for the reactant state μ, and  is the vibronic coupling
between states μ and ν at distance R̅μ. This form of the coupling is a reasonable approximation

in the region of R near its equilibrium value, as illustrated by expanding  in a
Taylor series around R = R̅μ and retaining only the linear terms.78

In this dynamical formulation, the probability flux correlation function is expressed in terms
of the vibronic coupling and the time correlation functions of the R coordinate, the energy gap,
and the derivative of the energy gap with respect to the R coordinate. The rate constant is then
obtained by numerical integration of the time integral of the probability flux correlation
function. In practice, these time correlation functions can be calculated from classical
molecular dynamics simulations of the entire system moving on the reactant surface. The
advantage of this formulation is that it can be used in conjunction with any potential energy
surface and includes the dynamical effects of the solvent and R mode. The disadvantage of this
rate constant expression is that it requires numerical integration over time, and its complicated
form is not conducive to the analysis of experimental data.

Closed analytical expressions for the rate constant have been obtained in a number of well-
defined limits. Using the short-time, high-temperature approximation for the solvent modes
and representing the R-mode time correlation function by that of a quantum mechanical
harmonic oscillator, the rate constant can be expressed as:52

(4)

with the dimensionless parameters defined as

(5)

Here  is the coupling reorganization energy defined as , and λR is
the R-mode reorganization energy defined as λR = MΩ 2 δR, where M and Ω are the R-mode
effective mass and frequency, respectively, and δR = R̅ν–R̅μ. According to this notation, δR is
assumed to be the same for all pairs of states, although in general it could be allowed to vary
for different pairs of states. Moreover, the solvent reorganization energy is assumed to be the
same for all pairs of states (i.e., λμν = λs for all pairs of states). The short-time, high-temperature
approximation for the solvent is valid when the solvent reorganization energy λs is large enough
to ensure that the time decay of the probability flux correlation function is dominated by the
strong damping term originating from the equilibrium solvent fluctuations. In this limit, the
dynamics of the solvent fluctuations are fast on the time scale of the coherent nonadiabatic
transitions. Eq. (4) provides the rate constant in terms of physically meaningful parameters,
rather than general time correlation functions, but it still requires the numerical integration over
time.
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This rate constant expression can be simplified further in certain limiting regimes pertaining
to the R-mode frequency. In the high-temperature (low-frequency) limit for the R mode (hΩ
<<k B T), the rate constant simplifies to58

(6)

where the total reorganization energy is defined as . This expression can be
derived from Eq. (4) above by performing a short-time expansion of the trigonometric functions
and subsequently evaluating the time integral analytically. Alternative derivations based on
different mathematical approximations lead to slight differences in the expression.52,79 Related
expressions have been derived for vibrationally nonadiabatic proton transfer reactions43,44 and
for electron transfer reactions.80

The rate constant expression in Eq. (6) can be further simplified by assuming that δR = 0 (i.e.,
the equilibrium R value is the same for the reactant and product vibronic states) and

, which is equivalent to the replacement of the R-mode time correlation function with
its value at zero time. The simplified rate constant expression is79

(7)

The only difference between Eq. (7) and the original expression in Eq. (2) for fixed R is the

temperature-dependent exponential prefactor , which arises from the
dependence of the vibronic coupling on R. This prefactor leads to non-Arrhenius behavior at
high temperatures. Moreover, if the R dependence of the rate constant in Eq. (2) is assumed to
arise solely from the vibronic coupling, which in turn is assumed to depend exponentially on
R, Eq. (7) is identical to the thermal average of the rate constant in Eq. (2) over R.81

In the low-temperature (high-frequency) limit for the R mode (βhΩ>>1), the rate constant has
the following form:52

(8)

This analytical expression is derived using the stationary phase method and is valid only in the

strong solvation regime (i.e.,  for all relevant pairs of states). In this limit, the R-
mode remains predominantly in its ground state, and the excited states become inaccessible
due to the large vibrational energy level splittings hΩ. For this reason, the R-mode cannot
effectively participate in the energy dissipation mechanism, so its reorganization does not
contribute to the activation energy. In this limit, the sole effect of the R-mode on the rate
constant is that the vibronic coupling is averaged over the ground state vibrational
wavefunction of the R-mode.
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The effects of intramolecular solute modes (i.e., inner-sphere reorganization) may easily be
incorporated within this theoretical framework. We have extended the rate constant expression
given in Eq. (2) to include quantum mechanical harmonic solute modes uncoupled to the
solvent and the proton coordinate by utilizing the corresponding theoretical developments for
electron transfer reactions.50,77,82,83 In the high-temperature approximation for the uncoupled
solute modes, the rate constant expressions given above are modified by adding the inner-
sphere reorganization energy to the solvent reorganization energy. The inner-sphere
reorganization energy can be calculated with standard methods based on the frequencies and
changes in equilibrium bond lengths for the solute modes84 or from other quantum mechanical
methods.85

Analysis of the rate constant expressions given above enables the prediction of qualitative
trends for the dependence of the rate constant and the KIE (i.e., the ratio of the rate constant
for hydrogen to the rate constant for deuterium) on the proton donor-acceptor distance R. As
will be discussed in Section III, the vibronic coupling can be approximated as the product of
an electronic coupling and the overlap Sμν between the reactant and product proton vibrational
wavefunctions in the electronically nonadiabatic regime. For a given pair of vibronic states,
the rate constant is proportional to the square of the vibronic coupling, which in turn is
proportional to , the square of the hydrogen vibrational wavefunction overlap for that pair
of states. Thus, the rate constant decreases as the hydrogen overlap SH decreases (i.e., as the
proton donor-acceptor distance R increases). The KIE is proportional to , the ratio of the
squares of the hydrogen overlap and the deuterium overlap, for a given pair of vibronic states.
Due to the larger mass of deuterium, the deuterium overlap decreases faster than the hydrogen
overlap as the proton donor-acceptor distance R increases. Thus, the ratio , and therefore
the KIE, increase as the distance R increases when only the ground reactant and product
vibronic states contribute to the total reaction rate. For many systems, however, excited
vibronic states contribute to the total reaction rate. The relative weighting of the contribution
from each pair of reactant and product vibronic states is determined by a combination of the
Boltzmann population of the reactant state, the free energy barrier, and the vibronic coupling.
These relative weightings are often different for hydrogen and deuterium, and they are
influenced by the distance R in a complex manner. Moreover, the dominant mechanism will
become single ET when R becomes too large for proton transfer to be favorable. Thus, the
dependence of the KIE on R is not always straightforward.

These rate constant expressions may also be used to predict the temperature dependence of the
KIE. This analysis is facilitated by a simple expression for the KIE obtained from Eq. (7)
including only the ground reactant and product vibronic states:79

(9)

This expression indicates that the temperature dependence of the KIE is determined mainly by
the proton donor-acceptor frequency and the distance dependence of the vibronic couplings.
The magnitude of the KIE is determined by these parameters, as well as the ratio of the overlaps.
According to Eq. (9), the temperature dependence of the KIE increases as the frequency of the
proton donor-acceptor mode decreases. As mentioned above, however, excited vibronic states
often contribute to the total reaction rate, so this trend may not always be followed. Moreover,
Eq. (9) is valid only in the low-frequency limit for the R-mode.
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III. Distinguishing between HAT and PCET mechanisms
Traditionally, reactions in which the electron and proton transfer between the same donor and
acceptor are denoted HAT, and reactions in which the electron and proton transfer between
different donors and acceptors are denoted PCET. This criterion is not rigorous because the
electron and proton behave quantum mechanically and hence are not localized to a specific
point at any given time. Within the general theoretical framework based on the four diabatic
states given in Eq. (1), HAT is a type of PCET reaction with De ≡ Dp and Ae ≡ Ap. From a
mechanistic perspective, however, HAT and PCET reactions are fundamentally different and
may require different rate constant expressions. In particular, HAT does not involve significant
charge redistribution, so the solvent reorganization energy is very small. Thus, the collective
solvent coordinates used in Marcus theory may not provide a physically meaningful description
of these systems, and an explicit treatment of the dynamics of the specific modes coupled to
hydrogen transfer may be required. The traditional nonadiabatic approaches based on the
application of Fermi’s golden rule may also require special treatment such as the inclusion of
the coupling between the proton donor-acceptor vibrational mode and the solvent modes to
avoid divergent integrals within the probability flux correlation function formalism.86 In
addition, typically HAT reactions are electronically adiabatic, while PCET reactions are
electronically nonadiabatic, leading to different expressions for the vibronic couplings.66,67

We have proposed a quantitative diagnostic for differentiating between HAT and PCET
mechanisms based on the degree of electronic nonadiabaticity for the proton transfer reaction.
66 Both HAT and PCET mechanisms are usually vibronically nonadiabatic because the overall
vibronic coupling between reactant and product states is much less than the thermal energy k B
T (i.e., the quantum subsystem comprised of the electrons and transferring proton does not
respond instantaneously to the solvent motions). Even for vibronically nonadiabatic reactions,
however, the proton transfer can be electronically adiabatic, electronically nonadiabatic, or in
the intermediate regime. Here the electronically nonadiabatic and adiabatic limits for general
PCET reactions refer to the relative timescales of the rearranging electrons and the transferring
proton. The electrons respond instantaneously to the proton motion in the electronically
adiabatic limit but not in the electronically nonadiabatic limit.

The degree of electronic nonadiabaticity can be determined using the semiclassical formulation
developed by Georgevskii and Stuchebrukhov.67 Their formulation can be analyzed in the
context of the two proton potential energy curves corresponding to the diabatic electronic states
I and II, as depicted schematically in Figure 1c. Georgevskii and Stuchebrukhov derived a

semiclassical expression for the general vibronic coupling  in terms of the adiabatic

vibronic coupling : 67

(10)

where the factor κ is defined as

(11)

Here Γ(x) is the gamma-function, and p is the proton adiabaticity parameter defined as
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(12)

where Vel is the electronic coupling between the diabatic electronic states, νt is the tunneling
velocity of the proton at the crossing point of the two proton potential energy curves, and |
ΔF| is the difference between the slopes of the proton potential energy curves at the crossing
point. The tunneling velocity νt can be expressed in terms of the energy Vc at which the potential
energy curves cross, the tunneling energy E, and the mass m of the proton:

. In the electronically adiabatic limit, p>>1, κ = 1, and the vibronic coupling

simplifies to . In the electronically nonadiabatic limit, p<<1, , and the vibronic

coupling reduces to , where Sμν is the overlap between the reactant and product
proton vibrational wavefunctions. The input quantities for the adiabaticity parameter can be
calculated with conventional electronic structure methods.

The electronic nonadiabaticity of a general PCET reaction can be characterized in terms of the
relative timescales for the proton tunneling and the electronic transition. Within the
semiclassical framework, the time spent by the tunneling proton in the crossing region (i.e.,
the proton tunneling time) is τp ∼V el/|ΔF|νt, and the time required to change the electronic
state (i.e., the electronic transition time) is τe ∼hV el. The adiabaticity parameter is simply the
ratio of these two times: p=τp/τe. When the proton tunneling time is much longer than the
electronic transition time, the electronic states have enough time to mix completely, and the
proton transfer occurs on the electronically adiabatic ground state surface (i.e., the reaction is
electronically adiabatic). When the proton tunneling time is much less than the electronic
transition time, the reaction is electronically nonadiabatic because the electronic states no
longer have enough time to mix completely during the proton tunneling process.

Within this theoretical framework, the adiabaticity parameter p given in Eq. (12) can be used
to distinguish between the HAT and PCET mechanisms. Specifically, the HAT mechanism
corresponds to the electronically nonadiabatic limit (i.e., p<<1), and the PCET mechanism
corresponds to the electronically adiabatic limit (i.e., p>>1). In principle, some reactions could
be in the intermediate regime between the HAT and PCET mechanisms. Characterization of
the mechanism for a given reaction has important implications for calculating the vibronic
coupling and understanding the fundamental physical properties of the system.

The distinction between HAT and PCET mechanisms is illustrated by a comparison between
the phenoxyl/phenol and benzyl/toluene self-exchange reactions.66 As shown in Figure 5, the
transition state geometries of the phenoxyl/phenol and the benzyl/toluene systems are
qualitatively different. The phenoxyl/phenol transition state has C 2 symmetry, and the
OΛHΛO bond is approximately planar with the phenol rings and represents a strong hydrogen
bond. The benzyl/toluene transition state has C 2h symmetry, and the C(H(C bond is orthogonal
to the planes of the benzene rings and does not form a strong hydrogen bond. Mayer, Borden,
and coworkers distinguished between these two types of reactions by analyzing the singly
occupied molecular orbitals (SOMOs) from density functional theory calculations of the
transition state structures.28 The SOMO is dominated by 2p orbitals that are perpendicular to
the proton donor-acceptor axis for the phenoxyl/phenol system, while the SOMO is dominated
by atomic orbitals oriented along the donor-acceptor axis for the benzyl/toluene system. They
concluded that the electron and proton are transferred between different sets of orbitals for the
phenoxyl/phenol system but between the same sets of orbitals for the benzyl/toluene system,
leading them to identify the former as PCET and the latter as HAT.
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We analyzed these two reactions in terms of the degree of electronic nonadiabaticity, as
determined by calculation of the adiabaticity parameter defined above.66 Our calculations
indicated that the phenoxyl/phenol reaction involves electronically nonadiabatic proton
transfer and corresponds to PCET, whereas the benzyl/toluene reaction involves electronically
adiabatic proton transfer and corresponds to HAT. The input quantities for the adiabaticity
parameter were obtained from the CASSCF (complete active space self consistent field)
electronically adiabatic ground and excited state potential energy curves and the associated
electronically diabatic potential energy curves depicted in Figure 6. Note that these diabatic
curves are analogous to those depicted schematically in Figure 1c for the reactant and product
states I and II. The mixing of these two diabatic states with the appropriate electronic coupling
leads to the CASSCF electronically adiabatic curves. Figure 6 illustrates that the splitting
between the electronically adiabatic ground and excited states at the transition state is more
than an order of magnitude larger for the benzyl/toluene system than for the phenoxyl/phenol
system. This larger splitting is associated with a larger electronic coupling between the two
diabatic states.

The calculated values of the adiabaticity parameter clearly differentiate these two self-
exchange reactions. For the phenoxyl/phenol system, the adiabaticity parameter p is very small,
with τe≈|80τp. In this case, the electronic transition time is significantly greater than the proton
tunneling time, so the electrons are not able to rearrange fast enough for the proton to remain
on the electronically adiabatic ground state surface. For the benzyl/toluene system, the
adiabaticity parameter p is larger, with τp≈4τe. In this case, the electronic transition time is less
than the proton tunneling time, so the electrons can respond instantaneously to the proton
motion, allowing the proton to remain on the electronically adiabatic ground state surface. This
analysis indicates that the proton tunneling is electronically nonadiabatic for the phenoxyl/
phenol system but electronically adiabatic for the benzyl/toluene system, leading to the
designation of a PCET mechanism for the phenoxyl/phenol system and an HAT mechanism
for the benzyl/toluene system. This characterization is consistent with the qualitative analysis
based on the SOMOs.

These two self-exchange reactions can also be used to illustrate the methods for calculating
the vibronic coupling for general PCET reactions in the electronically nonadiabatic and
electronically adiabatic limits. As indicated by the rate constant expressions given in Section
II, the rate constant for vibronically nonadiabatic PCET reactions depends strongly on the
vibronic coupling. Although the splittings between the ground and excited electronic states are
significantly larger than the thermal energy k B T at room temperature for both self-exchange
systems, the overall vibronic couplings for both systems were found to be smaller than k B T,
indicating that the reactions are vibronically nonadiabatic with respect to a solvent
environment. The qualitative difference between the methods for calculating the vibronic
couplings for these two types of reactions is illustrated in Figure 7. For the electronically
nonadiabatic phenoxyl/phenol reaction, the vibronic coupling is the product of the electronic
coupling between the diabatic states and the overlap of the reactant and product proton
vibrational wavefunctions corresponding to these diabatic states. For the electronically
adiabatic benzyl/toluene reaction, the vibronic coupling is half the tunneling splitting (i.e., the
energy splitting between the states corresponding to the symmetric and antisymmetric proton
vibrational wavefunctions) for the electronically adiabatic ground state. For systems in the
intermediate regime, the semiclassical expression in Eq. (10) can be used to calculate the
vibronic coupling.

IV. Applications to PCET in solution
We have applied the theory described in Section II to numerous PCET reactions in solution.
55 These studies include PCET in amidinium-carboxylate salt bridges, iron biimidazoline
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complexes, ruthenium-polypyridyl complexes, osmium-benzoquinone systems, ruthenium-
polypyridyl-tyrosine systems, rhenium-polypyridyl-tyrosine systems, and thymine-acrylamide
complexes. These calculations have reproduced the trends in rates and kinetic isotope effects,
as well as the temperature and pH dependences in some cases. More importantly, they have
elucidated the fundamental principles underlying PCET reactions and have assisted in the
interpretation of unusual experimental data. In this section, we summarize the results of
calculations on ruthenium-polypyridyl complexes and rhenium-polypyridyl-tyrosine
complexes.

A. Ruthenium-polypyridyl complexes
An experimental study of PCET in the ruthenium polypyridyl complexes7 shown in Fig. 8
revealed that the CompB rate is nearly one order of magnitude larger than the CompA rate,
and the CompA KIE of 16.1 is larger than the CompB KIE of 11.4. These experimentally
observed differences in rates and KIEs are quite significant given the relatively small chemical
difference between the two systems. These trends can be explained within the framework of
the PCET theory described above. The physical basis for these trends is the dependence of the
rate constant on the overlap SH between the reactant and product proton vibrational
wavefunctions and the increase in the overlap SH as the proton donor-acceptor distance R
decreases. The dependence of PCET rate constants and KIEs on the distance R was analyzed
in Section IIC.

Based on this analysis, the qualitative trends in the rates and KIEs for the ruthenium polypyridyl
systems can be explained in terms of differences in the proton donor-acceptor distance R.
Density functional theory calculations on the acceptor complex illustrated that the steric
crowding near the oxygen proton acceptor is significantly greater for CompA than for CompB,
suggesting that the proton donor-acceptor distance R is greater for CompA than for CompB.
87 We calculated the rate of PCET for these two systems using Eq. (2) in conjunction with a
dielectric continuum representation of the solvent and an empirical valence bond representation
of the solute. These calculations implied that the proton donor-acceptor distance is ∼0.06 Å
larger for CompA than for CompB, leading to smaller proton vibrational wavefunction overlap
for CompA than for CompB. Although excited vibronic states contribute to the total reaction
rate, especially for deuterium transfer, the qualitative trends predicted by the analysis in Section
IIC for PCET reactions involving only the ground vibronic reactant and product states are
followed. According to this analysis, the larger distance and smaller overlap lead to the smaller
rate and the larger KIE for CompA. Thus, the theory provides a simple explanation for the
experimental observations.

B. Rhenium-tyrosine complex
PCET in the tyrosine-bound rhenium polypyridyl complex shown in Figure 9 has been studied
by photoexcitation of the metal-to-ligand charge transfer (MLCT) excited state of the ReYOH
complex. Reese and Nocera analyzed the pH dependence of the rate constant for emission
quenching in this complex following photoexcitation.2,4 The rate constant increases with pH
in the range 4 < pH < 9 in the presence of phosphate buffer, indicating a PCET rather than an
ET mechanism. In addition, the rate constant is independent of pH for 4 < pH < 8 in the absence
of the phosphate buffer, suggesting that the phosphate buffer is the proton acceptor.
Furthermore, the dependence of the rate on phosphate buffer concentration is absent at low
pH, where the dominant buffer species is H2PO4 −, suggesting that the proton transfers to
HPO4 2− but not to H2PO4 −. These experimental observations are consistent with a PCET
mechanism in which the proton is transferred from the tyrosine to the phosphate buffer species
HPO4 2− for 4 < pH < 9.
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We performed calculations aimed at explaining the preference for proton transfer to the
phosphate buffer rather than to a water molecule.88 Density functional theory calculations of
the ReYOH complex hydrogen bonded to HPO4 2− or to water indicated that the proton donor-
acceptor distance R OO is ∼0.02 Å smaller for the phosphate acceptor due to its negative charge.
This smaller proton donor-acceptor distance leads to a larger vibronic coupling because of the
greater overlap between the reactant and product proton vibrational wavefunctions. Other
important factors differentiating these two mechanisms include the differences in driving forces
for PCET and the slightly smaller solvent reorganization energy for PCET when phosphate is
the proton acceptor.

The pH-dependence of the overall rate can be explained in terms of a titration between the
HPO4 2− and H2PO4 − forms of the phosphate buffer, where the proton is assumed to transfer
to HPO4 2− but not to H2PO4 −. In this case, the overall rate constant for tyrosine oxidation can
be expressed as4

(13)

where [Phosphate]T is the total concentration of phosphate buffer and  is the mole
fraction of , which can be calculated as a function of pH using the relation

 with pKa of 7.2 for HPO4 2−. In Eq. (13),  is the bimolecular
rate constant for the PCET reaction in which the proton is transferred to HPO4 2−, and k ET is
the rate constant for an ET reaction that is followed by rapid PT to the solvent. The ET rate
constant was determined from experimental measurements in the absence of phosphate buffer,
and the bimolecular PCET rate constant was determined from measurements of kq as a function
of phosphate buffer concentration at different pH values. The H/D KIE for the bimolecular
PCET rate constant  was determined to be ∼3.0 from measurements of kq as a function of
phosphate buffer concentration at high pH in H2O and D2O.

We calculated the overall rate kq for hydrogen and deuterium transfer using the expression in
Eq. (13) in conjunction with our PCET expression in Eq. (2) with a dielectric continuum
representation of the solvent. The experimental and calculated data are depicted in Figure 10.
We used the experimentally determined k ET and fit two parameters in the empirical valence
bond potential to reproduce the experimentally determined  and H/D KIE for . The
rate constant expression in Eq. (2) applies to the unimolecular PCET reaction in a hydrogen-
bonded complex. The calculated unimolecular PCET rate constant  was converted to a
bimolecular rate constant  according to , where K eq is the known equilibrium
association constant to form the hydrogen-bonded complex.

Analysis of the PCET calculations provided insight into the reorganization energies, reaction
free energies, activation free energies, and vibronic couplings for the various pairs of reactant/
product vibronic states for both hydrogen and deuterium transfer. Based on experimental
measurements for a related system,89 the inner-sphere reorganization energy was estimated to
be 9.8 kcal/mol. The calculated outer-sphere reorganization energy for the overall PCET
reaction was ∼33 kcal/mol for all pairs of vibronic states. The dominant contribution to the
rate arose from nonadiabatic transitions between the ground reactant state and the third product
state for hydrogen transfer and the fourth product state for deuterium transfer. These
contributions exceed the contributions from the nonadiabatic transition between the ground
reactant and product states because the larger vibronic coupling overrides the slightly higher
activation free energy barrier. The larger vibronic coupling is due mainly to the greater overlap
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between the reactant and product proton vibrational wavefunctions for excited vibrational
states. This effect is more pronounced for deuterium than for hydrogen. Figure 4 depicts the
free energy surfaces and the corresponding proton vibrational wavefunctions for this system.

The physical basis for the experimentally observed pH dependence of PCET rates has been an
issue of debate. In the case of the rhenium system discussed above, the proton acceptor has
been clearly identified as a buffer species in solution, and therefore the pH dependence arises
from the protonation equilibrium of the buffer.4 Similar behavior has been observed for
tyrosine oxidation in other systems.90 In contrast, the pH dependence of tyrosine oxidation for
one specific ruthenium-polypyridyl-tyrosine system has been observed to be independent of
the buffer and has been interpreted in terms of proton transfer to bulk water.4,5 These data have
been modeled with a pH-dependent driving force,5 which provides a phenomenological but
not rigorous description of bulk solvent effects.91 As pointed out by Krishtalik,92 the driving
force in the Marcus expression for the activation energy cannot depend on the mixing entropy
of protons in bulk solution because the driving force is defined as the configurational free
energy difference between the product and reactant hydrogen-bonded complexes. Moreover,
as pointed out by Matyushov,93 when the driving force depends on pH without a compensating
dependence of the reorganization energy on pH in Marcus theory, the mixing entropy of the
protons appears in the vertical transition energy, which is nonphysical because the nuclei do
not move on the timescale of electronic transitions. Thus, the explanation for the observed pH-
dependence of tyrosine oxidation4,5 when the proton is transferred to bulk water is still not
fully resolved. In general, the pH dependence may be due to several factors, including the
kinetic complexity of the competing concerted and sequential PCET reaction pathways,94,95

deviations from the linear response relation in Marcus theory due to additional pH-dependent
terms in the expressions for the free energies as functions of the energy gap,93 and the impact
of pH on the physical properties of the proton transfer interface, such as hydrogen bond
strength, proton donor-acceptor distance, and frequencies.

V. Application to PCET in proteins
PCET reactions also play a vital role in a variety of biological processes, including
photosynthesis, respiration, and enzyme reactions. In this section, we summarize the results of
our theoretical studies of the enzyme soybean lipoxygenase (SLO).79,96 Kinetic studies have
shown that the hydrogen abstraction step for the oxidation of linoleic acid by SLO is rate-
limiting above 32 °C.97 In this step, the pro-S hydrogen atom from carbon atom C11 of the
linoleic acid substrate is transferred to the Fe(III)–OH cofactor, forming a radical intermediate
substrate and Fe(II)–OH2.98 The deuterium KIE of this reaction was observed to be unusually
high, with a value of 81 at room temperature,16,98 and the temperature dependences of the rates
and KIEs were found to be relatively weak.16 The SLO reaction has been studied with a variety
of theoretical approaches.16,26,38,79,96,98–106

The hydrogen abstraction step of the reaction catalyzed by SLO is depicted in Figure 11.
Quantum mechanical calculations indicate that this step occurs by a PCET mechanism, in
which the electron transfers from the π-system of the substrate to the iron of the cofactor, while
the proton transfers from the C11 carbon of the substrate to the hydroxyl ligand of the cofactor.
103 This PCET mechanism is also supported by a thermodynamic analysis based on
electrochemical data indicating that the single proton and electron transfer reactions are highly
endothermic by 30–40 kcal/mol, whereas the PCET reaction is slightly exothermic by ∼5 kcal/
mol.16,96 Thus, the concerted PCET mechanism avoids the high-energy intermediates of the
sequential mechanism.

We applied the multistate dielectric continuum theory for PCET reactions to the reaction
catalyzed by SLO.96 The inner-sphere reorganization energy of the iron cofactor was
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determined to be ∼19 kcal/mol from density functional theory calculations on a model system.
The outer-sphere reorganization energy of the protein was calculated to be ∼2.5 kcal/mol with
an electrostatic dielectric continuum model for conformations obtained from docking
simulations. The total reorganization energy was estimated to be the sum of these inner-sphere
and outer-sphere components. The gas phase empirical valence bond matrix elements were
represented by standard molecular mechanical terms. The relative energies of the valence bond
states were fit to electrochemical data, and the ET and PT couplings were fit to the experimental
rate and KIE at 303 K.

As shown in Figure 12, the calculations reproduced the experimentally determined temperature
dependence of the rates and KIEs.16 The weak temperature dependence of the rate is due to
the small free energy barrier, which arises from a balance between the total reorganization
energy and the driving force. The unusually large KIE of 81 at room temperature results from
the relatively small overlap of the reactant and product vibrational wavefunctions and the
dominance of the lowest energy reactant and product vibronic states for the tunneling process.
The overlap is relatively small because of the weak hydrogen bond between the carbon donor
and the oxygen acceptor.

We also investigated the dependence of the rate on the proton donor-acceptor distance. In this
early work, we calculated the rate constant using Eq. (2) and performing a thermal average
over the R coordinate. The maximum contribution to the rate was found to occur at a C–O
distance of ∼2.7 Å. The equilibrium C–O distance is significantly larger than this dominant
distance, and the Boltzmann probability at 2.7 Å is extremely small. On the other hand, the
coupling between the vibronic states increases dramatically as the C–O distance decreases.
The dominant distance is determined by a balance between the larger coupling and the smaller
Boltzmann probability as the C–O distance decreases. The rate is dominated by a relatively
low-probability C–O distance because of the larger coupling. If the system were frozen, the
C–O distance would not be able to decrease enough to allow efficient catalysis. Thermal
motions of the enzyme are critical to ensure sampling of these smaller C–O distances to enable
effective catalysis.

To further explore the role of enzyme motion in the SLO reaction, we applied the probability
flux correlation function formalism to this system.79 This formulation includes the explicit
solvent and protein environment, as well as the dynamical effects of the R mode and the solvent
and protein. As discussed in Section IIC, the rate constant is represented by the time integral
of a probability flux correlation function that depends on the vibronic coupling and on the
average values and time correlation functions of the R coordinate, the energy gap, and the
derivative of the energy gap with respect to the R coordinate. The vibronic couplings were
estimated to within a constant factor by calculating the overlaps between reactant and product
hydrogen vibrational wavefunctions for model systems, and the other quantities were
calculated from classical molecular dynamics simulations of the entire solvated enzyme at
atomic resolution.

Based on these molecular dynamics simulations, we analyzed the dynamical behavior of the
protein, substrate, and cofactor. We found that the dynamical behavior (i.e., the time
dependence) of the probability flux correlation function is dominated by the equilibrium protein
and solvent motions and is not significantly influenced by the proton donor-acceptor motion.
The magnitude of the overall rate, however, is strongly influenced by the frequency of the
proton donor-acceptor motion and the protein/solvent reorganization energy. Typically, a
lower frequency of the proton donor-acceptor motion leads to a faster rate because it enables
the system to sample smaller values of R that correspond to greater vibronic coupling. Morever,
a larger protein/solvent reorganization energy leads to a faster decay of the probability flux
correlation function and therefore a slower rate.
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Following this analysis, we calculated the rate using the analytical expression given in Eq. (6),
which is based on the short-time, high-temperature approximation for the solvent/protein and
the R-mode. We verified that these approximations are valid for this system. This analysis
illustrated that only the equilibrium motions, specifically the average value and the variance,
of the energy gap and the R-mode impact the rate. We determined the frequency of the R motion
and the total reorganization energy from the variance of the R coordinate and energy gap
distributions, respectively, in the molecular dynamics simulations. These simulations provided
an estimate of 39 kcal/mol for the total reorganization energy. As shown in Figure 12, these
calculations lead to KIEs that are in excellent agreement with the experimental data. The
advantage over our earlier calculations with the multistate continuum theory is that no fitting
to the kinetic data was required, but rather all input was determined from the molecular
dynamics simulations and the coupling calculations. Note that this analysis provides the KIE,
but not the independent rate constants for hydrogen and deuterium transfer, because we did
not calculate the value of the electronic coupling V el, which is assumed to be the same for
hydrogen and deuterium and therefore is not required for calculating the KIE.

The analysis of the magnitude and temperature dependence of the KIE was facilitated by the
simple expression for the KIE given in Eq. (9). As discussed in Section IIC, the temperature
dependence of the KIE is strongly influenced by the proton donor-acceptor frequency. The
magnitude of the KIE is also determined by the ratio of the overlaps, where a smaller overlap
tends to lead to a larger KIE. Consistent with our earlier calculations, we found that the large
KIE for SLO is due to the relatively small overlap between the reactant and product proton
vibrational wavefunctions and the dominance of the ground vibronic states. The new insight
provided by these dynamical calculations was that the weak temperature dependence of the
KIE arises from the local nature of the R motion. As indicated by Eq. (9), the KIE becomes
less temperature dependent as the proton donor-acceptor mode frequency increases, and a
higher frequency is typically associated with a more localized, constrained motion.

VI. Electrochemical PCET
Electrochemical methods are highly suitable for probing the detailed mechanisms of PCET
reactions because the reaction can be controlled through the electrode potential, and
observables such as current density can be measured with high precision. The ability to measure
the current density as a function of a continuous variable, namely the overpotential, without
changing any other parameters in the system eliminates many of the complexities inherent to
PCET reactions in solution and proteins. Recently we have extended the theory for
homogeneous PCET described above to electrochemical PCET using the methods and
techniques developed for electrochemical ET.58 The systematic derivations based on well-
defined approximations provide a series of analytical expressions for the heterogeneous rate
constants and current densities that are valid in specified regimes. They also provide a
diagnostic for differentiating electrochemical PCET from ET.

Figure 13 depicts the electrochemical PCET system under consideration. This system consists
of a metal electrode immersed in a solution containing electrolyte ions and solute molecules
capable of exchanging electrons with the electrode concurrently with a proton transfer reaction.
The proton transfer is assumed to occur within a hydrogen-bonded solute complex, and the
electron transfer reaction is assumed to occur only when the hydrogen-bonded solute complex
is formed. The solute complex could be either a single solute molecule with an internal
hydrogen bond or a solute molecule hydrogen bonded to another molecule, such as buffer or
solvent.

As in the homogeneous PCET theory, the electrochemical reaction is described in terms of
nonadiabatic transitions between reactant and product electron-proton vibronic states. The
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transition probability W SC→m(x, ε)of PCET from the reduced solute complex located at a
distance x from the electrode surface to a one-electron state in the metal electrode with energy
ε was derived using the methods described in Section IIC. This procedure led to expressions
analogous to Eq. (4) in the high-temperature limit for the solvent modes and then to Eq. (6)
and Eq. (8), respectively, in the high-temperature and low-temperature limits for the R mode.
The only significant difference is that the free energy of reaction  is replaced by ΔGμν(x,
ε), which depends on the overpotential η:58

(14)

where ΔUμν is the free energy difference between the product and reactant vibronic states for
the solvated solute complex, and Q I and Q II are the total partition functions of the reduced
and oxidized solute complexes, respectively, in bulk solution. Note that K B Tin(Q II/Q I)=–
ΔU 00 when only the ground vibronic states are included in the partition functions, which is a
reasonable approximation for the relatively high proton vibrational frequencies of ∼3000
cm−1. In Eq. (14), ϕ s(x) is the potential in solution at a distance x from the electrode surface
due to the electrical double layer formed by the supporting electrolyte ions in the absence of
the solute complex. The potential ϕ s(x) is defined to be zero for bulk solution [i.e.,ϕ s(∞)=0 ].

The most relevant expression for the oxidation transition probability W SC→M(x, ε) is analogous
to Eq. (6) with the replacement of the reaction free energy  by Eq. (14). The analogous
reduction transition probability WM→SC+ (x,ε) corresponding to PCET from the metal one-
electron state in the electrode with energy ε to the oxidized solute complex is different in two
important ways. First, the term 2αμνδR k B T in the effective activation energy has the opposite
sign. Second, the overall rate constant expression includes an additional prefactor exp[–
2αμνδR]. These differences arise from the definition of the vibronic coupling in Eq. (3) relative
to the equilibrium value of R for the reactant state. As discussed below, they lead to interesting
physical characteristics of the current densities for electrochemical PCET reactions.

Given these expressions for the transition probabilities, the total first order rate constants are
obtained by integrating over the energy levels in the conduction band of the electrode,
weighting the transition probability according to the Fermi distribution f(ε)=[1+exp(βε)]−1 and
the density of states ρ(ε) of the electrode. The resulting expressions for the oxidation and
reduction rate constants are:

(15)

The anodic and cathodic current densities ja and jc defined for oxidation and reduction
processes, respectively, are obtained by integrating the product of the rate constant and the
relevant solute complex concentration over the distance x to the electrode surface:

(16)
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where F is the Faraday constant, xH is the distance corresponding to the outer Helmoltz plane,
and C SC(x) and C SC +(x) are the molar concentrations of the reduced and oxidized solute
complexes, respectively, at a distance x from the electrode surface.

The integrals in Eq. (16) can be evaluated analytically under several well-defined assumptions.
First, the rate constants are assumed to decrease exponentially with the distance x. This
approximation is justified by noting that the nonadiabatic transition probabilities are
proportional to the square of the vibronic coupling. As discussed in Section III, the vibronic
coupling can often be approximated by the product of the proton vibrational wavefunction
overlap and the electronic coupling, which is typically assumed to decrease exponentially with
x as exp[–β′x]. Second, the solute complex concentration is assumed to maintain an equilibrium
distribution in the diffuse layer and beyond. This assumption holds for low currents and a
relatively low concentration of solute complexes in solution. Third, the Gouy-Chapman-Stern
model of the double layer107,108 is used to obtain the potential ϕ s(x) in the diffuse layer. At
low concentrations of the electrolyte, the current is dominated by PCET occurring at the outer
Helmholtz plane, and the current densities are given by the expression:109

(17)

where  and  are the bulk concentrations of reduced and oxidized solute complex,
respectively, and z is the charge of the reduced solute complex. At higher electrolyte
concentrations, the current is dominated by PCET occurring outside the very thin diffuse layer,
and the double layer corrections can be neglected so ϕ s(xH).

A simplified expression for the total current density as a function of the overpotential is
obtained based on a series of additional assumptions. The effects of the double layer are
neglected, the density of states is approximated by its value ρM at the Fermi energy, the proton
potentials are assumed to be harmonic with frequency ωH, the proton transfer is assumed to
be electronically nonadiabatic, and the electronic coupling V el is approximated by its value at
the Fermi energy. In this case, the expression for the current density simplifies to:58

(18)

where  is the proton vibrational wavefunction overlap evaluated at R̅μ.

Although these expressions for current density are similar to those describing nonadiabatic
electrochemical ET,40,110 a number of important differences arise for electrochemical PCET
processes. The electrochemical PCET rate constants are calculated by summing over the
reactant and product electron-proton vibronic states, and the excited vibronic states become
particularly important at high voltages. As in electrochemical ET, the electronic coupling
depends exponentially on the distance between the solute complex and the electrode surface.
An important difference is that the vibronic coupling for PCET also depends strongly on the
proton donor-acceptor distance. The modulation of the vibronic coupling by the proton donor-
acceptor vibrational motion leads to three significant differences in the electrochemical PCET
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rate constant expressions. First, the total reorganization energy includes two additional
contributions, namely the reorganization energy of the proton donor-acceptor mode and a
coupling term associated with the modulation of the vibronic coupling by this mode. Second,
the rate constants include an additional exponential temperature-dependent prefactor that
depends on the frequency of this mode and the α parameter characterizing the modulation of
the vibronic coupling by this mode. This prefactor leads to non-Arrhenius behavior of the rate
constant at higher temperatures. Third, the effective activation energies contain temperature-
dependent terms arising from the change in the equilibrium proton donor-acceptor distance
upon electron transfer. This term has a different sign for the cathodic and anodic processes,
leading to asymmetries of the theoretical Tafel plots even for small changes in the equilibrium
proton donor-acceptor distance. This behavior is illustrated in Figure 14 for a model system.
58 This asymmetry of the Tafel plot provides a diagnostic for differentiating between
electrochemical PCET and ET. Thus, characteristics of electrochemical PCET are kinetic
isotope effects, pH dependence, and asymmetric Tafel plots. These characteristics have been
observed experimentally for osmium complexes attached to self-assembled monolayers on
gold electrodes.22

To facilitate the extension of this theory in a variety of directions, we developed a model
system-bath Hamiltonian for electrochemical PCET.61 This model Hamiltonian is an extension
of the Anderson-Newns-Schmickler model for electrochemical PCET59,60 but differs in a
number of significant aspects. We have derived a Hamiltonian in a basis of electron-proton
vibronic states defined within a double adiabatic approximation for the electrons, transferring
proton, and bath modes.61 The vibronic coupling terms responsible for electronic transitions
between the solute complex and the electrode depend on the proton donor-acceptor vibrational
mode within the solute complex. The quasi-free electrons of the electrode are included
explicitly in the model Hamiltonian, thereby allowing a detailed description of the electronic
structure of the electrode and the description of semiconductor as well as metal electrodes. The
vibronic structure of the Hamiltonian allows the inclusion of additional effects, such as the
coupling of electrochemical PCET to the breaking and forming of other chemical bonds. This
model Hamiltonian is currently being utilized for the derivation of general rate constant
expressions valid in the adiabatic and nonadiabatic limits, as well as the intermediate regime.
61

VII. Concluding remarks and future directions
This article has summarized some of the recent theoretical advances in the field of PCET. The
elucidation of the fundamental physical principles underlying PCET reactions will enhance
our understanding of many biological processes and has important implications for the design
of effective catalysts, fuel cells, solar cells, and chemical sensors. Further progress in the field
will benefit from feedback between theory and experiment, where theoretical calculations are
used to make predictions that are tested experimentally, leading to further refinement of the
theory. A long-term objective is to use theoretical treatments of PCET to design chemical
systems that harness the energetic advantages of coupling electrons and protons.
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Figure 1.
(a) Diabatic and adiabatic electronic states as functions of the proton coordinate. The diabatic
states (blue) are labeled 1a, 1b, 2a, and 2b. The adiabatic states (red) are obtained by
diagonalizing the 4×4 Hamiltonian matrix in the basis of the four diabatic states. (b) Two pairs
of diabatic states 1a/1b and 2a/2b and associated electronic states obtained by block
diagonalization of the 1a/1b and 2a/2b blocks of the 4×4 Hamiltonian matrix. The diabatic
states are labeled as in part (a) and are shown in blue, while the electronic states obtained by
block diagonalization are shown in red. (c) The two ground electronic states from part (b) are
the reactant (I) and product (II) diabatic states for the overall PCET reaction.
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Figure 2.
Pair of two-dimensional vibronic free energy surfaces as functions of two collective solvent
coordinates for a PCET reaction. The lowest energy reactant (I) and product (II) free energy
surfaces are shown. The free energy difference  and outer-sphere reorganization energy
λ µvare indicated. Figure reproduced with permission from Ref. 56.
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Figure 3.
Slices of the free energy surfaces for the ground reactant (I) and product (II) vibronic states
along a collective solvent coordinate. The proton potential energy curves along the proton
coordinate and the corresponding ground state proton vibrational wavefunctions are depicted
for the reactant minimum, the crossing point, and the product minimum of the free energy
curves. The energies of these proton vibrational states correspond to the open circles on the
free energy curves. The proton potential energy curves associated with the crossing point are
shifted higher in energy for clarity.
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Figure 4.
Free energy surfaces for the PCET reaction in a rhenium-tyrosine complex.88 In the center
frame are slices of the free energy surfaces along a collective solvent coordinate. In the left
frame is the reactant (I) proton potential energy curve and the corresponding proton vibrational
wavefunctions along the proton coordinate evaluated at the minimum of the ground state
reactant free energy surface. In the right frame is the product (II) proton potential energy curve
and the corresponding proton vibrational wavefunctions along the proton coordinate evaluated
at the minimum of the ground state product free energy surface. Figure reproduced with
permission from Ref. 88.
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Figure 5.
The singly occupied molecular orbital (SOMO) for (a) the phenoxyl/phenol and (b) the benzyl/
toluene system for the transition state structures. Figure reproduced with permission from Ref.
66.
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Figure 6.
State-averaged CASSCF ground and excited state electronically adiabatic potential energy
curves along the transferring hydrogen coordinate for (a) the phenoxyl/phenol and (b) the
benzyl/toluene system. The coordinates of all nuclei except the transferring hydrogen
correspond to the transition state geometry. The CASSCF results are depicted as open circles
that are blue for the ground state and red for the excited state. The black dashed lines represent
the diabatic potential energy curves corresponding to the two localized diabatic states I and II.
The mixing of these two diabatic states with the electronic coupling V el leads to the CASSCF
ground and excited state electronically adiabatic curves depicted with solid colored lines
following the colored open circles. For the phenoxyl/phenol system, the solid colored lines and
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the black dashed lines are nearly indistinguishable because the adiabatic and diabatic potential
energy curves are virtually identical except in the transition state region. Figure reproduced
with permission from Ref. 66.
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Figure 7.
(a) Diabatic potential energy curves corresponding to the two localized diabatic states I and II

and the corresponding proton vibrational wavefunctions  (blue) and  (red) for the
phenoxyl/phenol system. Since this reaction is electronically nonadiabatic, the vibronic
coupling is the product of the electronic coupling V el and the overlap of the reactant and product

proton vibrational wavefunctions . (b) Electronically adiabatic ground state
potential energy curve and the corresponding proton vibrational wavefunctions for the benzyl/
toluene system. Since this reaction is electronically adiabatic, the vibronic coupling is equal
to half of the energy splitting Δ between the symmetric (cyan) and antisymmetric (magenta)
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proton vibrational states for the electronic ground state potential energy surface. For illustrative
purposes, the excited vibrational state is shifted up in energy by 0.8 kcal/mol. Figure reproduced
with permission from Ref. 66.
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Figure 8.
PCET comproportionation reactions in ruthenium polypyridyl complexes.
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Figure 9.
Structure of the rhenium-tyrosine complex2 hydrogen bonded to a phosphate HPO4 2− acceptor.
The proton transfer and electron transfer reactions are indicated with arrows. Figure reproduced
with permission from Ref. 88.
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Figure 10.
pH-dependence of the overall rate constant k q for the rhenium-tyrosine complex in H2O and
D2O. The experimental data for k q measured with 10mM phosphate buffer in H2O (Figure 3
in Ref. 2) are depicted with open circles (○). The rate constants for the phosphate-acceptor
model with 10mM phosphate buffer calculated using Eq. (13) are depicted with blue and red
lines for the reaction in H2O and D2O, respectively. The rate constant for the reaction in H2O
or D2O is plotted as a function of pH or pD, respectively, where the mole fraction

 or  is calculated as a function of pH or pD with pKa = 7.2 or 7.8,
respectively. Figure reproduced in color with permission from Ref. 88.
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Figure 11.
The hydrogen abstraction step of the reaction catalyzed by soybean lipoxygenase with its
natural substrate linoleic acid. In this step, a hydrogen is abstracted from the linoleic acid to
the iron cofactor. Figure reproduced with permission from Ref.79.
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Figure 12.
Temperature dependence of the rates and KIE for soybean lipoxygenase. The dashed lines
depict the rates and KIE obtained with Eq. (2) in conjunction with the multistate continuum
theory. The solid line depicts the temperature dependence of the KIE obtained with Eq. (7) in
conjunction with molecular dynamics simulations of the entire solvated enzyme to obtain the
solvent reorganization energy and the average value and frequency of the R coordinate, as well
as quantum calculations on a model system to obtain the vibronic coupling parameters. The
experimental data are depicted with circles.16 The theoretical data were obtained from Ref.
96 and 79.
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Figure 13.
Schematic picture of the electrochemical PCET reaction system comprised of a solute complex
near the surface of a metal electrode in solution. The electron transfers from the electron donor
De of the solute complex to the electrode, and the proton transfers from Dp to Ap within the
solute complex. Filled circles represent the ions of the supporting electrolyte in the solvent,
φM is the inner potential of the electrode, φ S(x) is the electrostatic potential in solution at a
distance x from the electrode surface, x H is the distance to the outer Helmholtz plane (OHP),
and R is the proton donor-acceptor distance within the solute complex. Figure reproduced with
permission from Ref. 58.
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Figure 14.
Logarithm of the scaled current density as a function of overpotential at T=300 K for a model
electrochemical PCET system. The solid red and dashed blue curves correspond to δR= 0.05
Å and δR= 0, respectively. Data obtained from Ref. 58.
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