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This work develops a method for the construction of multiscale coarse-grained (MS-CG) force fields
at different temperatures based on available atomistic data at a given reference temperature. The
validity of this theory is demonstrated numerically by applying it to construct MS-CG models of the
Lennard-Jones liquid and simple point charge water model systems. © 2009 American Institute of

Physics. [DOI: 10.1063/1.3167797]

I. INTRODUCTION

Molecular dynamics (MD)"? is a powerful method for
understanding a wide variety of physical phenomena in com-
plex systems. It is a fundamental computational technique
for investigating the equilibrium dynamics of proteins3_7 and
related biomolecular ensembles,” as well as for analyzing the
properties of condensed phase systems.9 However, a funda-
mental issue faced by MD simulation methods is the problem
of sampling. Typical systems of interest involve the dynam-
ics of hundreds to many thousands of molecules and a cor-
respondingly large number of degrees of freedom. MD meth-
ods estimate equilibrium statistical ensemble properties by
propagating each molecule’s degrees of freedom using New-
ton’s equations of motion augmented by thermo- and/or
barostats. Consequently, the computational cost of MD meth-
ods grows as the number of particles involved in the physical
processes of interest. In addition to this, the equilibrium dy-
namics of many physical systems of interest span multiple
time and length scales. For example, biologically relevant
properties of many proteins involve dynamics over the mil-
lisecond or greater time scales.'"3 Self-assembly processes
involving proteins occur over even longer time scales and
length scales, as in the assembly of viral capsids,mf17 which
involves thousands of proteins self assembling to form struc-
tures tens of nanometers in length,14 over a time period of
minutes.'®!’

Although the ability to compute the equilibrium proper-
ties of these systems would be of tremendous value, atomis-
tic MD techniques are generally unable to do so. The funda-
mental problem of adequate ensemble sampling of these
systems is further exacerbated by the large disparity in the
time scales characterizing the physical processes involved in
these dynamical phenomena themselves. If these processes
were dynamical processes evolving on only a few time
scales, it might be possible to adapt MD simulations to
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model them, by choosing a suitable multiple time step algo-
rithm by which to propagate the MD trajectories. However,
the dynamics of most physical systems of interest involve
multiple time scales, ranging from hydrogen bond fluctua-
tions, which occur on a subpicosecond time scale, to the
collective dynamics of the system, which could take place on
a millisecond time scale or even much longer. It is this in-
herent hierarchy of time scales and the coupling between
them that make sampling the equilibrium ensemble of com-
plex condensed phase systems an intractable problem in
practice.

Strategies to overcome this problem involved the con-
struction of reduced [“coarse-grained” (CG)] descriptions of
the physical system being studied.'*™* The general philoso-
phy behind these approaches is to reduce the hierarchy of
time and length scales present in the atomistic dynamics by
incorporating fast time scale dynamics into the effective CG
degrees of freedom. This approach enables the construction
of reduced models that approximate only the relevant large
scale dynamics. The reduction in the hierarchy of time and
length scales in turn enables better sampling, either through
MD simulations or by other methods, performed with the CG
models to access physical processes at time and length
scales, which would be inaccessible to conventional atomis-
tic MD sampling methods.

Recently, a systematic multiscale approach has been de-
veloped for the construction of reduced CG models to repre-
sent a system’s large scale dynamics.n—42 This multiscale CG
(MS-CG) method enables the construction of a CG potential
function that is rigorously equivalent to the atomistic many
body potential of mean force defined for the CG degrees of
freedom.***' Due to the rigorous thermodynamic averaging
procedure, the MS-CG method can, in principle, guarantee
the exact evaluation of ensemble averaged mechanical quan-
tities through the analysis of the MS-CG model. Further-
more, the MS-CG construction can be derived as a minimal
solution obtained from a variational principle. In practice, for
a specified basis set expansion of the MS-CG potential en-
ergy function, the CG force field obtained from the MS-CG
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variational principle can be shown to be an optimal approxi-
mation to the many body mean force field determined by the
atomistic equilibrium ensemble.**!

Even though the CG force fields constructed by this
MS-CG procedure provide a statistical mechanical descrip-
tion of the system that is consistent with properties derived
directly from the atomistic ensemble, they may not be com-
pletely transferable across different thermodynamic condi-
tions, i.e., CG potential functions constructed at a given set
of conditions (thermodynamic or otherwise) cannot be di-
rectly applied in the modeling of the underlying atomistic
system placed in a different set of conditions.* Generically,
the construction of reduced CG models depends on the con-
ditions under which the specific phenomena of interest are
being studied and hence the models may be poorly transfer-
able across different physical conditions.***> For the CG
models constructed from the MS-CG approach, the lack of
transferability across thermodynamic conditions arises be-
cause contributions from the atomistic degrees of freedom
being averaged are dependent on the thermodynamic condi-
tions of the atomistic system. Hence, this lack of transferabil-
ity is a direct consequence of the statistical mechanical av-
eraging procedure that is used to construct the MS-CG force
fields.

Indeed the development of transferable potentials for CG
models remains a significant challenge within the modeling
community. Several groups employed thermodynamic prop-
erties to parametrize CG potentials.zz’%f49 In some cases CG
models employing the resulting potentials semiquantitatively
reproduced the structure of atomistic models under different
conditions and for multiple systems. However, these methods
have not been formulated to provide quantitative consistency
with any particular atomistic model. Recent research has also
demonstrated that the potentials calculated to ensure struc-
tural consistency between a particular atomically detailed
model and a CG model of the same system can demonstrate
significant and nontrivial dependence upon the particular
thermodynamic state point used to parametrize the
potentials.44’45‘50_56

This research indicates that achieving complete
transferability43 of CG model parameters across different
conditions is intrinsically in conflict with the CG modeling
approach because constructing a reduced representation of an
atomically detailed system inevitably involves including
some amounts of information regarding its thermodynamic
state into the CG representation. Partial transferability of a
given set of model parameters can possibly be achieved, but
at the cost of sacrificing quantitative consistency. Thus, an
alternative strategy for addressing this inherent lack of trans-
ferability in CG model parameters without sacrificing quan-
titative consistency with underlying atomistic models would
be to devise rigorous methods for transforming CG poten-
tials that have been determined to provide quantitative con-
sistency at a given thermodynamic state point into new po-
tentials that provide quantitative consistency with the
underlying atomistic system at different thermodynamic state
points. It is important to note that this strategy does not at-
tempt to construct a single set of completely transferable CG
potential functions, but is rather aimed at generating different

J. Chem. Phys. 131, 024103 (2009)

sets of CG potentials, each of which is designed to quantita-
tively model the underlying atomistic system at a single ther-
modynamic state point. This work presents such a strategy to
generate sets of MS-CG model potentials each of which cor-
respond to different thermodynamic state points, given infor-
mation about ensemble averages at a single given state point.
A systematic framework for deriving CG potentials, which
can easily be transferred across thermodynamic conditions
and ensure structural consistency between atomically de-
tailed and CG models at each state point, will significantly
advance the promise of computationally efficient low reso-
Iution models. In this work, a formally exact statistical me-
chanical method is presented by which a MS-CG force field
that is an optimal approximation to the many body potential
of mean force at a temperature, 7, can be constructed
through the use of ensemble averages calculated at a refer-
ence temperature, 7.

The present work extends the MS-CG variational prin-
ciple for transferring MS-CG force fields across different
temperatures using a simple procedure. The variational prin-
ciple is used to derive a rescaling technique to transfer CG
thermodynamic averages across different temperatures. This
method, implemented using the normal MS-CG
equ21'[i0ns,40’57’58 is used to demonstrate the transferability of
MS-CG force field parameters across different temperature
regimes. Numerical calculations illustrate this procedure for
the case of a simple condensed phase system for which the
MS-CG potential is assumed to be pairwise decomposable.
However, the proposed method is derived and may be nu-
merically implemented for more complex potentials.

Il. THEORY

A variational principle for temperature transferability of
CG observables is derived in this section and applied to gen-
eralize the variational principle for the construction of
MS-CG potentials. The notation to be used is as follows. An
atomically detailed configuration with n atoms is described
by the set of Cartesian vectors r"={r;,r,, - r,}. Similarly, a
CG configuration with N CG sites is described by the set of
Cartesian vectors RV={R|,R,,...,Ry}. The atomistic n
particle potential energy function is denoted as u(r") and
the corresponding force on atom i is given by
f.(r")==0u(r")/ or;. In the following it will be assumed that
the atomistic potential function is temperature independent
and that no rigid intramolecular constraints are included in
either the atomistic or the CG model.

A. Variational principle

The dynamics of a system coupled to a thermostat that
maintains a fixed temperature generates a canonical en-
semble of structures if the dynamical trajectories are long
enough for a sufficient sampling of the phase space of the
system.l’2 In mathematical terms, if A(r";) is the value of an
observable A at time ¢, then the time average of A is defined
by
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A= f drA": 7). (1)

0

For a canonical ensemble at a given temperature 7, with the
assumption of adequate sampling, the following relationship
is satisfied:

lim(A(r")), = (A(x"))7. )

t—®

The average in the right hand side of this equation is taken
with respect to the canonical probability distribution,
p,(r";T), for the temperature T. The canonical probability
distribution at a given temperature corresponding to the ato-
mistic potential function is given as

u(rn)>
kT )

pArT) = —eXp( (3)
Z

The normalization factor z(7) is the canonical configura-
tional integral given by

«(1)= f drte Il (4)

where the integral in Eq. (4) and in the following represents
an integral over the relevant configuration space. The hy-
pothesis expressed in Eq. (2) is central to the validity of the
MD method wherein single, long trajectories of a given, ther-
mostatted system are generated using Newtonian dynamics
and equilibrium averages estimated through the use of the
ergodic hypothesis.l’2 Consider a set of N collective (CG)
variables defined by the mapping,

RY=Mz(r") = {Mg (r"), ... ,Mg (r")}. (5)

Here, the collection of N position vectors, RY, is the collec-
tion of position vectors for the N CG sites, with CG site /
having a position given by the vector R;, which is deter-
mined as a function of the atomically detailed configuration,
r", by the mapping operator MRI(r”). This mapping maps
linear combinations of atomistic positions into an associated
CG position vector. With the CG site positions determined
by the atomistic configuration, a conditional probability dis-
tribution for the atomistic configuration given a fixed CG
configuration and a temperature 7 is defined as

prr("[RYT) = p,(r"; T) RN = MR(r")/pr(RY:T),  (6)
where
pr(RY;T) = (S(RY - MR(r"))r (7)

is the equilibrium CG coordinate distribution determined by
the atomistic equilibrium distribution given by Eq. (3) and
the CG mapping defined in Eq. (5), and S(RY —M%(r")) is
the product of N delta functions, each of the form &R,
—MR,(I’"))- Given this conditional probability distribution,
one can compute a set of reduced observables that are deter-
mined by this distribution. For a general observable, y(r"), a
corresponding reduced variable is defined as
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T(RY:7) = f dr"p,p(F[RY; T)y(x"). (8)

Corresponding to such a reduced observable, a functional is
defined for arbitrary real continuous functions of the CG
configuration, G(RY), as follows:

xilG]= J dr'p,(r'"; T)|G(My(r") — y(r")[*. 9)

The functional defined above is always non-negative,

XA G]=0. (10)

Furthermore, X% has a stationary point in the vector space of
real continuous functions, G(R"). Since XZT is quadratic in G,
the stationary point corresponds to its unique minimum. The
stationary point is determined by the equation

SxilG
oalGl_ (11)
oG
When this condition is evaluated, Eq. (9) implies that
Guin(RY) =T(RY;7), (12)

where I'(RV;7) is the reduced observable given by the con-
ditioned expectation value of y(r") and defined in Eq. (8).
For arbitrary G(R")

X Gl= T+ |GRY) -T(RY;T)

T (13)
where Eq. (13) introduces a temperature dependent norm
IGRY) ~T(RY;T)][7= f dR"pp(R":T)

X|G(RM) -T(RY;T)]?, (14)

and pgr(RY;T) is defined in Eq. (7). The first quantity on the
right hand side of Eq. (13) is independent of G, while the
second quantity on the right hand side is a non-negative
quantity describing the difference between the arbitrary trial
function, G, and the thermally averaged CG observable, I'.
From Egs. (12) and (13), it is clear that the CG observable
I'(RV;T) provides the unique minimum of the functional de-
fined in Eq. (9) for the temperature 7. Therefore the minimi-
zation of the functional x% defined in Eq. (9) provides a
variational principle for calculating the CG observable at a
thermodynamic temperature 7 using data sampled from
simulations at the same temperature. Moreover, by using the
norm identified in Eq. (14) to define a “distance” between
two real continuous functions of the CG configuration, R,
then the function that minimizes X% within a given subspace
also provides an optimal approximation to I" within that sub-
space, in the sense that the optimal approximation minimizes
the norm given by Eq. (14). Therefore, this variational prin-
ciple also provides a systematic means for computing an
optimal approximation to the CG observable within a given
vector subspace of functions of the CG configuration.
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B. Thermal transferability

It is evident that, in the canonical ensemble, the prob-
ability of observing a given atomistic configuration at tem-
perature 7" is related to the probability of observing the same
configuration at temperature 7 by

pAr"T") = o(T", T)pu(x"; T, T)p (x"; 7). (15)

The factor w corresponds to a ratio of configuration integrals
at 7" and T, while u corresponds to a ratio of Boltzmann
factors, such that

o(T',T) = (z(T")/z(T)", (16)
and
wu(e™;T',T) = expl— u(x™)(1/kgT' — 1/kgT)]. (17)

With these definitions, the canonical average of a function
a(r") at a given temperature, 7', may be evaluated from
sampling the ensemble at a different temperature, 7,

(a(x")pr = f dr'p (r";T)a(r") = o(T";TXa(c";T', 7)),
(18)

where a(x";T',T)=wp(xr";T',T)a(r"). Consequently, it is
convenient to define a generalized functional

XG: T = (ua™ T D)|GMRE™) — ") Py (19)

This functional is expressed as a canonical ensemble average
of the atomistic configuration space evaluated at a reference
temperature 7. The arguments of the functional are the trial
function of the CG configuration, G(R"), and also a target
temperature 7’. According to Eq. (18) )72T is directly propor-
tional to Xi,,

¥HG:T' = x3[Gl. (20)

o(T',7)
Consequently it follows that the function G(RY) that mini-
mizes )72 G;T'] for a given target temperature 7" also mini-
mizes x7,[G]. This provides a variational principle for com-
puting the CG observable at a target temperature 7" using
data sampled from simulations at a reference temperature, 7.
For a given T', T'(RY;T") provides the unique global mini-
mum of i%[G;T’]. Moreover, using the distance metric de-
fined in Eq. (14), an optimal approximation to I'(R";7")
within a given vector subspace of functions of the CG con-
figuration can be obtained by minimizing X%[G;T’] within
that subspace. It is also evident from the above analysis that
similar transferability can be achieved with respect to other
thermodynamic parameters when the probability densities at
two different values of the parameters can be related by an
equation of the form of Eq. (15). This method of transferring
CG quantities across different thermodynamic conditions
may therefore be rather general. Similar approaches are quite
common within the context of thermodynamic perturbation
theory.2 In particular, the atomistic sampling method devel-
oped by Ferrenberg and Swendsen utilizes a very similar
rescaling approach.59
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Although the procedure described above is formally ex-
act, there are practical limitations to its applicability. A sig-
nificant limitation is that the sampled regions of phase space
at the given simulation conditions must have significant
overlap with the regions of phase space that may be sampled
at the desired conditions to which the CG quantities are to be
transferred. This limitation is common to many other classi-
cal simulation techniques.

C. MS-CG variational principle

The variational procedure developed in Sec. I A can be
applied to construct a CG force field, which correctly aver-
ages the forces derived from an atomistic ensemble. If an
atomistic system is modeled with N CG sites, then the total
“atomistic” force acting on a CG site I, F, is given by the
sum of atomistic forces, f;(r"), from particles, i, which are
mapped into the CG site. Mathematically, the atomistic force
on CG site / is defined as

Filr") = 2 £(r"). 1)
iel

Here the set i € [ indicates the set of atomistic particles, i,
that are mapped into the given CG site and it has been as-
sumed that each atomistic particle is mapped into not more
than one CG site. The MS-CG variational principle:,32’3 3
which has recently been analyzed and generalized by Noid et
al.,***" can be obtained from the considerations leading to
Eq. (13). If the function y(r") in Eq. (8) is chosen to be the
atomistic force, JF;, the appropriate averaged CG observable
L'(RY:;7T) is

F,(RY;7) = f dr"p (RN ) (), (22)

which is a many-body mean force defined by the conditioned
expectation value of the atomistic force field.*' The MS-CG
functional may be considered the appropriate generalization
of the functional defined in Eq. (9),
N
2 1 N 2
xilGl=—{ 2 1G,MR(™) - Fe")* ) (23)
3N\ 1= T

where G={G,(R"),...,Gp(RM)} is an arbitrary trial CG
force field specified by a set of N vector valued functions that
determine the force on each of the N CG sites as a function
of the CG configuration RY. Because each element in the
force field G is varied independently, it immediately follows
from Eq. (13) that

XAGl= XA F(D)]+|F(T) -G

which employs the norm in the vector space of CG force
fields introduced by Noid er al.:*'

T (24)

3N

1
IF- Gl = [ aRp RS [6(RY) - FRY:
I=1

(25)
In Eq. (24), F(T) is the CG mean force field at the tempera-

ture T with elements {F;(RY;7),... ,Fy(R";T)} given by
Eq. (22) for each I=1,...,N. Consequently, the MS-CG
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functional in Eq. (23) has a minimal solution Gy, that cor-
responds to the thermally averaged CG mean force field at
temperature T, F(T), as defined by Eq. (22). In principle, this
CG mean force field can be integrated to obtain a CG many
body potential of mean force. The equilibrium canonical
configurational probability distribution resulting from this
potential of mean force is identical to the probability distri-
bution, pgx(RY;T), in Eq. (7). Therefore, this force field can
be used to construct a CG coordinate distribution function,
which is consistent with that derived for the CG configura-
tions from the atomistic Boltzmann distribution.***' The de-
velopment of Sec. II B may be employed to extend the
MS-CG variational principle for computing the many-body
mean force field at a temperature 7" given data sampled from
the canonical ensemble at a temperature 7. A generalized
MS-CG functional of a trial CG force field G and a tempera-
ture 7" may be defined as

LG T']
1 N
=—{ w7, D)2 |GMyE") - FaM[* ),
3N I=1 T
(26)

where w(r”;T’,T) has been defined in Eq. (17). It follows
from Eq. (18) that

WG:T']=

1 2
w(T',T)XT’[G]. (27)
Thus, the many-body mean force field determined by a con-
ditional canonical average of the atomistic force field at a
temperature 7', F(T"), provides the unique minimum of the
functional 2 defined by Eq. (26). Moreover, given a vector
subspace of CG force fields, the optimal approximation
within this subspace to the many-body mean force field at a
temperature 7' may be determined by minimizing )7% using
data sampling the canonical ensemble at the temperature 7.

D. Numerical calculations: The normal MS-CG
equations

It is assumed that the total MS-CG potential function
U(RM) may be expressed as a sum of simple CG potential
functions, U o each of which is a function of a single scalar
variable, 173 which is itself a function of the coordinates for
a set of CG particles, {R}y, and which describes a particular
interaction among that set,

URM =2 > Ul ({R},)). (28)
¢y

Each of these potential functions, U o will be represented by
a linear combinations of basis functions U with coeffi-
cients, ¢y,

Udlz) = > baUl2). (29)
d

The MS-CG force on site /, F;, may then be expressed as a
linear combination of basis functions that depend on the CG
configuration, RY, and whose coefficients will act as force
field parameters:

J. Chem. Phys. 131, 024103 (2009)

F/(RY) =2 > ¢Gr.(RY), (30)
{ d
where
Gr.aRY) = > F «(W({R},)) (9¢i§i{R} ) (31)
y 1

play the role of force field basis vectors for the variational
calculation and

Févd(Z) =- dUgd(Z)/dZ (32)

are the (negative) derivatives of the potential energy basis
functions.*"** For notational simplicity the superindex D will
be used to represent the combination of index ¢, indicating
the particular type of interaction, and index d, indicating the
particular coefficient describing the potential function gov-
erning that type of interaction. The CG force on site / in
configuration R may then be re-expressed:

F,(RY;T) =2 ¢p(T)Gp(RY). (33)
D

The set of force field basis vectors {Gp} included in Eq. (33)
forms a basis that spans a particular vector subspace of CG
force fields. As discussed above, the CG mean force field
depends on the thermodynamic temperature, 7, at which the
ensemble averaging was performed. Thus, the CG force field
within the subspace spanned by the given basis set and also
the parameters determining this CG force field depend on the
thermodynamic temperature, as explicitly indicated in Eq.
(33). It is important to recognize that in Egs. (30) and (33) F,
represents the MS-CG approximation to the many body
mean force field defined in Eq. (22) and not the mean force
field itself.

By employing the linear representation for the MS-CG
force field at temperature T given in Eq. (33), the MS-CG
functional defined in Eq. (23) reduces to a simple function of
the force field parameters and the variational calculation may
be performed as a linear least-squares problem. The param-
eters determining the CG force field that minimizes the
MS-CG functional in Eq. (23) and that therefore provide an
optimal approximation to the many-body mean force at a
temperature 7 satisfy the normal MS-CG equations,‘“Mz

> Gpp (D) pi(T) = by(T), (34)

D'

for each parameter ¢, included in the MS-CG force field,
where the functions

N
1
GDD’(T) = 5\] E gI;D(M%(rn)) : gI;D’(MJI\z/(rn)) s
I=1 T
(35)
1 N
bp(T) = v > Grp(MRp(X") - F(x") ) (36)
I=1

T

are canonical ensemble averages evaluated at temperature 7.
Analogously, the CG force field parameters that provide
the optimal approximation to the many-body mean force
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field at a temperature 7" may be determined by performing
the variational calculation outlined above and solving the
normal system of equations, Eq. (34), using correlation func-
tions evaluated at temperature 7”. Alternatively the general-
ized MS-CG functional defined in Eq. (26) may be used to
determine the force field parameters providing the optimal
approximation to the many body mean force field at the tem-
perature 7’ by reweighting configurations sampled from the
canonical ensemble at temperature 7. The optimal CG force
field at the temperature 7" may then be determined by solv-
ing the generalized set of normal MS-CG equations:

> Gpp (T, 1) (T") = b(T', T), (37)

D’

where

N

~ 1

Gpp/(T',T) = IN (T 1), G.p(MR(r")
=1

-gz;Df(Mg(r”)) ) (38)
T
1 N
bp(T'\ 1) =5 w71 (M) - F(x") )
=1 T
(39)

are correlation functions evaluated using configurations
sampled from a canonical ensemble at the temperature 7.

In the following calculations, each molecule is repre-
sented by a single CG site that corresponds to the center of
mass for that molecule. The CG potential energy function
includes only central pair potentials that are represented by
discrete delta function basis functions as described previ-
ously in Refs. 41 and 44. In this representation, the CG pair
force is discretized on a grid of spacing SR and the force
field parameter ¢, corresponds to the magnitude of the pair
force between two CG sites separated by a distance Rj. The
CG force field basis vector G;.p, then becomes

gI;D(RN) = 2 lilJ‘SD(RIJ - RD)’ (40)
J#I

where IA{, ; is the unit vector pointing toward CG site / from
CG site J and the discrete delta function,

1 Rp—SRI2<R<Rp+JRI2
Op(R=Rp) = . (41)

0 otherwise

The correlation functions G and b then reduce to

N
1 A .
GDD’(T)=_3N JdRNE > Ry Ry)SHRy,
=1 JK#I

—Rp)Sp(Rix—Rp) SMR(r") -RY) ) | (42)
T
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N
1 ~
bp(T) = 3N f dRVY, X (Ry, - Fi(x")

I=1 J#1

X 8p(Ryy = Rp) MR (r") -RY) ), (43)
T

where the mapping operation S(RY—MZ(r")) in each corre-
lation function has been used to express the basis vectors in
terms of CG coordinates, R", and R;;=R,—R;, R;;=|R,,
li,JzR,J/RU, and Ry, Ry, and li,K are defined analogously.
The correlation functions GD’D,(T’ ,T) and by(T’,T) in this
basis then immediately follow from Egs. (42) and (43) using
the rescaling function w(r";7",T).

[l

lll. METHODS

The method developed above for transferring CG poten-
tial functions between temperatures is applied and validated
here for a Lennard-Jones (LJ) liquid and the simple point
charge (SPC) water model.?’ In each case, MD simulations
were performed in the constant NVT ensemble using an in-
tegration time step of 2 fs and employing the Nose—Hoover
thermostat®** to sample the canonical ensemble at the ap-
propriate temperature. Electrostatic interactions were evalu-
ated using the particle mesh Ewald method® with the real
space contribution truncated at 0.9 nm for SPC water. In
each case the k space contribution was evaluated using a
maximum grid spacing of 0.08 and a sixth order interpola-
tion between grid points. van der Waals interactions were
truncated at 1.2 nm. For the LJ and SPC simulations, con-
figurations, forces, and energies were sampled every 2 ps and
100 fs, respectively. All MD simulations and calculations of
thermodynamic quantities were performed using the GRO-
MACS 3.3 software package.64

Simulations of 216 LIJ particles were performed in a cu-
bic box of volume (1.86 nm)® at a temperature of T
=298 K. Atomically detailed simulations of 216 SPC water
molecules were performed in a cubic box of volume
(1.86 nm)? at T=278, 298, and 318 K. All bond lengths in
the SPC molecules were constrained using the LINCS
algorithm.65 Initial configurations for SPC simulations at 7
=278 and 318 K were obtained by simulated annealing in
which the temperature was changed from 7=298 K during
the course of 2 ns and data from the first 5 ns of each simu-
lation were not included in the following calculations.

CG configurations were generated from each simulation
by mapping the atomic coordinates for each molecule to the
center of mass for that molecule. (In the case of LJ system,
the CG mapping is the trivial identity map.) Radial distribu-
tion functions (RDFs) were then calculated from the mapped
configurations for each system at each temperature. The co-
ordinates and forces from each sampled configuration were
next employed to evaluate the canonical ensemble averages
in Egs. (35) and (36). Using these correlation functions, the
normal MS-CG equations in Eq. (34) were solved to deter-
mine the pair forces providing the optimal approximation for
the many-body mean force field for each system at each
temper21ture.4l’42 The grid spacing for all calculations of the
CG pair force was 0.001 nm. The resulting CG pair forces
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FIG. 1. Force and pair distribution curves plotted for the LJ liquid system: (a) is the RDF, g(r), plotted as a function of distance, r, and computed from a
simulation at 298 K. (b) compares the true LJ pair force (black) at 7=298 K with the pair forces calculated for the LJ system at 7'=318 K (red) and
T'=278 K (blue) using the rescaling procedure with simulation data from 7=298 K and also with the pair force calculated using the normal equations at
T=298 K (dotted black). (c) displays the absolute error in the rescaling procedure, 8¢y, by plotting the difference between the LJ pair force computed from
the MS-CG normal equations at 7=298 K and the LJ pair forces at 7"=278 K (blue) and 7"=318 K (red) computed via the rescaling procedure and using
simulation data from 7=298 K. (d) presents the percentage error (red) and absolute error (black) in the LJ pair force, 8¢y, calculated using the normal

MS-CG equations compared to the true LJ pair force.

were then numerically integrated to obtain the pair potential.
Additionally, the second derivative of the CG pair potential
was approximated by evaluating the centered finite differ-
ences of the calculated pair force and then smoothing the
resulting curve by performing a running average over five
consecutive data points. The resulting pair potential and its
second derivative were then employed in CG MD simula-
tions at the same temperature and volume as the correspond-
ing atomistic simulation. Averages and fluctuations in the
potential energy and pressure as well as distribution func-
tions for the CG sites were computed from configurations
sampled from these CG MD simulations.

Additionally, for both systems, the configurations, ener-
gies, and forces sampled from simulations at temperature
T=298 K were employed to evaluate the correlation func-
tions Gpp/(T",T) and bp(T',T) defined in Eqgs. (38) and (39)
for 7"=278 and 318 K. These correlation functions evaluated
using data from simulations at 298 K were then employed in
the rescaled normal MS-CG equations in Eq. (37) to solve
for the MS-CG pair force at 278 and 318 K. The pair force
functions calculated from rescaling were compared with
force functions calculated using data for the appropriate tem-
perature. These rescaling calculations required significant
sampling to obtain converged results and 45 ns worth of data
were used in the SPC calculations. The pair potential and its
second derivative were calculated from these forces as de-
scribed above and were then employed in CG MD simula-
tions at the temperature corresponding to the rescaling tem-
perature 7’. Again, averages and fluctuations in the potential
energy and pressure, as well as distribution functions for the
CG sites, were computed from configurations sampled from

these simulations and compared with those obtained from the
CG MD simulations using the pair forces calculated without
rescaling.

IV. RESULTS

In Fig. 1 and in all subsequent figures, forces are pre-
sented in units of kJ/(mol nm). Figure 1(a) presents the RDF,
g(r), calculated from simulations of the LJ system at T
=298 K. Figure 1(b) compares the true LJ pair force curve
(black) with the pair force curves calculated from several
MS-CG variational calculations. The dotted black curve in
Fig. 1(b) corresponds to the pair force at 7=298 K calcu-
lated from the normal MS-CG equations presented in Eq.
(34). The red and blue curves in Fig. 1(b) correspond to the
pair force curves at 7' =278 and 318 K, respectively, calcu-
lated from the rescaled normal MS-CG equations in Eq. (37),
while using data from LJ simulations at 7=298 K. Because
the identity map has been used to define the “CG” system,
the correct CG pair force equals the true LJ pair force and
should be temperature independent. These calculations are
therefore “control” simulations to test the validity of the tem-
perature rescaling method. The four pair forces calculated
presented in Fig. 1(b) are seen to be virtually indistinguish-
able on the scale of the figure. Figure 1(c) presents the ab-
solute errors in the rescaling procedure for this simple con-
trol system as the difference between the pair force curves
calculated for 7'=278 (blue curve) and 318 K (red curve)
from the rescaled normal MS-CG equations, Eq. (37), using
T=298 K data with the pair force curve calculated for
T=298 K using the normal MS-CG equations, Eq. (34). Fig-
ure 1(d) presents the absolute (black) and percent error (red)
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FIG. 2. Comparison of RDFs derived from MD simulations of all-atom and
CG models of water at three different temperatures: (a) presents the RDFs
calculated from all-atom MD simulations. The blue, black, and red solid
curves correspond to RDFs calculated from all-atom MD simulations of
SPC water at 278, 298, and 318 K, respectively. (b) presents RDFs calcu-
lated from CG MD simulations. The blue, black, and red solid curves cor-
respond to RDFs calculated at 278, 298, and 318 K, respectively, using pair
forces calculated via the normal MS-CG equations in Eq. (34). The blue and
red dashed curves correspond to RDFs calculated from CG MD simulations
at 278 and 318 K using pair forces calculated via the rescaled normal
MS-CG equations in Eq. (37). The RDFs for the CG MD simulations at each
temperature are indistinguishable on the scale of the figure.

in the LJ pair force curve calculated using the normal
MS-CG equations as the absolute and relative difference be-
tween the pair force obtained from Eq. (34) and the true LJ
pair force. The spike in the percent error curve (red) in Fig.
1(d) corresponds to the point at which the true pair force
passes through zero. The magnitude of the absolute error
curve (black) in Fig. 1(d) for r<<0.3 nm corresponds to a
small relative error in the magnitude of the pair repulsion at
very short interparticle separations. In summary, the results
of Fig. 1 clearly indicate that, for this simple control case,
the MS-CG method accurately recovers the true LJ pair force
and that the rescaling procedure accurately predicts the tem-
perature independence of the MS-CG pair force for the LJ
system over the temperature range from 7=278 to 318 K
using simulation data at 7=298 K.

To further demonstrate the method, the temperature res-
caling procedure was employed to determine the MS-CG
pair forces for a system of 216 water molecules represented
by the SPC water model.” Atomistic MD simulations at T
=278, 298, and 318 K were performed for this system as
described in Sec. III. Atomistic configurations were sampled
from these simulations and mapped onto one-site CG water
configurations. From these mapped configurations, the site-
site RDF was computed for each temperature. The resulting
RDFs computed from atomistic simulations at 7=278, 298,
and 318 K are presented in Fig. 2(a) as the solid blue, black,
and red curves, respectively. Over this temperature range the
SPC water RDFs demonstrate relatively simple temperature
dependence. With decreasing temperature, the SPC water
system becomes increasingly ordered. In particular, the first
peak of the SPC RDF becomes increasingly large and in-
creasingly narrow, while the second peak demonstrates

J. Chem. Phys. 131, 024103 (2009)
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FIG. 3. CG pair forces for the SPC water model calculated via the normal
MS-CG equations in Eq. (34) and the rescaled normal MS-CG equations in
Eq. (37). (a) presents the MS-CG pair force for 278 (blue), 298 (black), and
318 (red) K calculated via the normal MS-CG equations. (b) presents the
absolute difference between the pair force at 7=278 K calculated via the
normal equations and the pair force at 7'=278 K calculated via the rescaled
normal MS-CG equations using simulation data at 7=298 K. (c) presents
the absolute difference between the pair force at 7=298 K calculated via
the normal equations and the pair forces at 7'=298 K calculated via the
rescaled normal equations using simulation data at 7=278 K (blue) and
T=318 K (red). (d) presents the absolute difference between the pair force
at T=318 K calculated via the normal equations and the pair force at
T'=318 K calculated via the rescaled normal equations using simulation
data at 7=298 K.

slightly more order at lower temperature. The third peak ap-
pears effectively temperature independent over this tempera-
ture range.

From the mapped configurations, the correlation func-
tions G and b defined in Egs. (35) and (36) were computed
for each temperature and the normal MS-CG equations in
Eq. (34) for each temperature were numerically solved. The
calculated MS-CG pair forces for 7=278, 298, and 318 K
are presented as the blue, black, and red curves in the top
panel of Fig. 3, i.e., Fig. 3(a). The MS-CG pair forces for the
SPC system demonstrate significant temperature dependence
in the first solvation shell, but appear to be essentially tem-
perature independent for r>0.4 nm. At T=278 K, the
MS-CG pair force is strongly attractive in the first solvation
shell. However, for T=318 K the MS-CG pair force has
almost no attraction between neighboring molecules. More-
over, with decreasing temperature, the MS-CG pair force
demonstrates increasing structure as the repulsive maxima in
the SPC pair force increases with decreasing temperature. As
discussed earlier by Noid et al.® and in contrast with itera-
tive CG procedures such as the reverse Monte Carlo
Inethod,g’29 the MS-CG pair force is not determined com-
pletely by the RDF and reflects not only changes in pair
correlations, but also changes in three-particle correlations in
the SPC fluid with temperature.

As discussed in Sec. III, the CG pair potential and its
second derivative were then computed from the calculated
pair force. Figure 4 illustrates the numerical procedure for
the CG pair interaction at 7=318 K. The black curve in the
central panel of Fig. 4 is the MS-CG pair force calculated
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FIG. 4. The MS-CG interaction at 318 K calculated via

the normal MS-CG equations in Eq. (34) (black) and

via the rescaled normal MS-CG equations in Eq. (37)
using simulation data at 298 K (red). (a) presents the
k two pair potentials. The inset of (a) compares the two
potentials for r between 0.4 and 0.9 nm. (b) presents the

i two calculated force curves. (c) presents the second de-

rivatives of the pair potentials calculated as smoothed

centered finite differences of the pair forces shown in
e (b). The blue curve in (c) presents the centered finite

difference of the black curve in (b) without smoothing.
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from simulations at 7=318 K. The potential obtained from
integration is presented as the black curve in Fig. 4(a). The
second derivative which was used in the ensuing CG MD
simulations is presented as the black curve in the lower
panel. For comparison, the blue curve in Fig. 4(c) is the
second derivative calculated directly from the pair force
without any smoothing. Clearly, the running average effec-
tively removed much of the statistical noise, allowing an
accurate and smooth evaluation of the necessary numerical
derivative.

MD simulations of the one-site CG SPC model were
then performed at each temperature using the MS-CG pair
forces calculated for that temperature. The site-site RDFs
were computed from the CG MD simulations at 7=278, 298,
and 318 K and are presented as the solid blue, black, and red
curves, respectively, in Fig. 2(b). It can be seen from Fig.
2(b) that the one-site MS-CG model for SPC water qualita-
tively reproduces structural features of the water model de-
rived from all-atom simulations. For each temperature, the
first peak of the CG RDF is at approximately the correct
distance. However, although the relative ordering of the CG
RDFs with temperature follows the same trend as the RDFs
calculated for the atomistic model, the structure of the sec-
ond solvation shell in the CG model and the temperature
dependence of the CG RDFs are quantitatively different from
the corresponding structural properties calculated for the
SPC model. Since the objective of this work is to test the
temperature transferability methodology, the quantitative ac-
curacy of this CG model of SPC water is not a significant
concern.

Using the CG configurations mapped from atomistic MD
simulations at each temperature, the rescaled correlation
functions G and b defined by Egs. (38) and (39) were com-
puted. The rescaled normal MS-CG equations in Eq. (37)
were then solved to determine (1) the MS-CG pair force at
T'=278 K using simulation data from 7=298 K, (2) the
MS-CG pair force at 7'=298 K using simulation data from
T=278 K, (3) the MS-CG pair force at 7'=298 K using
simulation data from 7=318 K, and (4) the MS-CG pair
force at 7'=318 K using simulation data from 7=298 K.

These four MS-CG pair forces calculated via the rescaling
method were then compared with the MS-CG pair forces
computed for each temperature from simulation data at the
same temperature, which are presented in Fig. 3(a) and de-
scribed above. Figures 3(b)-3(d) then present the absolute
numerical difference between the MS-CG pair force com-
puted for each temperature (7=278, 298, and 318 K, respec-
tively) from the normal MS-CG equations and the pair force
computed for each temperature from the rescaled normal
MS-CG equations. In particular, Fig. 3(c) presents the differ-
ence between the MS-CG pair force at 7=298 K calculated
from Eq. (34) and the pair forces at 7"=298 K calculated
from Eq. (37) by rescaling simulation data from 7=278 K
and T=318 K simulations as the blue and red curves, re-
spectively. In both cases, the pair force calculated from the
rescaled normal equations agrees quite well with the pair
force calculated directly from the normal equations. How-
ever, the statistical error in the pair force calculated by res-
caling data from 278 K is slightly larger than the statistical
error in the pair force calculated by rescaling data from
318 K. This is not unexpected, since simulations at a lower
temperature can be expected to sample the Boltzmann distri-
bution less efficiently than a high temperature simulation. As
a result, a rescaling of simulation data down a temperature
gradient (i.e., from a higher to a lower temperature) would be
expected to be more efficient and reliable than a rescaling
estimate performed for a given temperature using simulation
data from a lower temperature. In summary, it is clear from
Fig. 3 that, although the rescaled force curves are somewhat
more noisy than the force curves calculated directly from
simulation data at the appropriate temperature, the error in
the rescaled force curves represents statistical error arising
from lack of sampling and not systematic error. Within a
relatively small statistical error, the current method accu-
rately calculates the MS-CG pair force at a particular tem-
perature by rescaling simulation data sampled from simula-
tions at reference temperatures =20 K from the target
temperature.

As described in Sec. III and above, the pair forces cal-
culated for each temperature via rescaling were then em-
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TABLE I. Comparison of thermal averages and root mean squared deviation
(RMSD) fluctuations in the potential and pressure computed from CG MD
simulations performed with the MS-CG pair forces of 278 and 318 K ob-
tained from the (unscaled) normal and rescaled normal MS-CG equations.

T=278 K Average RMSD
Potential (kcal/mol)

Unscaled —75.96 23.26
Rescaled —=90.70 23.33
Pressure (bar)

Unscaled 7233.69 570.41
Rescaled 7180.92 575.90
T=318 K

Potential (kcal/mol)

Unscaled —=73.73 25.60
Rescaled —265.07 25.68
Pressure (bar)

Unscaled 8338.49 575.69
Rescaled 7843.17 577.25

ployed to obtain the CG pair potential and its second deriva-
tive. Figure 4 further compares the pair potential and its
derivatives at 7=318 K computed via the normal MS-CG
equations (black) and the rescaled normal MS-CG equations
(red). The direct comparison of the two force curves pre-
sented in Fig. 4(b) clearly demonstrates that the force curve
calculated by rescaling simulation data from 7=298 K pro-
vides an accurate, if somewhat noisy, approximation to the
CG pair force at T=318 K. [The difference between these
two force curves is presented in Fig. 3(d).] The potentials
computed from the two force curves are virtually indistin-
guishable on the scale of Fig. 4(a). However, the inset, which
compares the two pair potentials for r between 0.5 and
0.9 nm, demonstrates that the rescaled pair potential (red)
slightly underestimates the true pair potential (black). Addi-
tionally, Fig. 4(c) demonstrates that, despite the statistical
noise present in the rescaled force curve, upon performing a
running average, the derivative of the rescaled force curve
[red curve in Fig. 4(c)] provides a reasonably accurate ap-
proximation to the second derivative of the pair potential
[black curve in Fig. 4(c)].

CG MD simulations were then performed at 7" =278 and
318 K using the pair potentials (and second derivatives) cal-
culated by rescaling simulation data sampled at 7=298 K.
The RDF for the CG model at both temperatures was then
computed from configurations sampled by these simulations.
The RDFs computed from these CG MD simulations per-
formed at 7"=278 and 318 K are presented as the dashed
blue and red curves, respectively, in Fig. 2(b). On the scale
of Fig. 2(b), the RDFs computed from simulations using the
pair potentials calculated by rescaling are indistinguishable
from the RDFs computed from simulations using the pair
potentials calculated directly from the normal MS-CG equa-
tions shown as solid lines. Additionally, Table I presents the
average and standard deviation of the potential and pressure
calculated from these CG MD simulations. Table I indicates
that simulations employing the pair potentials calculated by
rescaling approximately reproduce the thermodynamic prop-
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erties calculated from simulations employing the MS-CG
pair potentials determined by the normal equations for the
given temperature. The largest discrepancy arises in the po-
tential energy at 7=318 K and results from the slight error
in the pair potential shown in the inset of Fig. 4(a).

V. DISCUSSION

The results presented above demonstrate that the thermal
rescaling approach proposed in this work may provide a vi-
able and systematic method by which MS-CG force fields
can be transferred across different temperatures. As has been
demonstrated from the model studies presented here, the res-
caling procedure accurately determines the MS-CG force
field at a particular target temperature by rescaling either
from lower or higher temperatures than the target tempera-
ture. As noted in the results section, the rescaling calcula-
tions for the SPC system required extensive sampling at the
reference temperature in order to rescale the force curve to
the target temperature. Consequently, more careful numerical
procedures using higher order basis functions,* perturbation
expansion approaches, and/or numerical preconditioning
techniques may be necessary for implementing the rescaling
procedure for more complex biomolecular systems.

The results suggest that the rescaling method may be
used in a symmetric fashion when the target temperature is
either higher or lower than the reference temperature and
may be extended to provide accurate approximations to CG
force fields for other liquid systems, more generally for sys-
tems which can be well sampled over the time scale of the
simulation trajectories. However, the rescaling method pre-
sented here is possibly an asymmetric method, with a rescal-
ing downward from a higher temperature ensemble being
potentially more accurate. This asymmetry is related to the
fact that higher temperatures could enable a more exhaustive
sampling of phase space.

The method presented in this work offers a promising
approach to transferring CG potential functions across a
range of thermodynamic conditions. Although this work pro-
vided a numerical demonstration of the method to transfer
force parameters across temperatures, in principle, this
method has more general applicability to the transferability
of other thermodynamically averaged quantities. This can be
seen clearly from the formulation of the generalized varia-
tional principle on which the method is based. However, this
method becomes considerably simplified when applied to the
transfer of force parameters. This simplification is made pos-
sible by the use of the normal MS-CG equations, Egs.
(34)—(36), which relate the CG forces directly to statistical
mechanical distribution functions of the system and to
simple kinetic equations for the liquid state.**"® The strat-
egy by which the variational principle is combined with the
formal hierarchy for the distribution functions has consider-
able generality and promises to provide a powerful tool for
the development of easily transferable MS-CG potentials for
complex condensed phase systems, where the challenge of
adequate sampling becomes especially severe.
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APPENDIX: GENERALIZED THERMAL
TRANSFERABILITY EQUATIONS

This appendix presents the thermal transferability equa-
tions in a general, matrix form. Let G(7) and b(7) be the
temperature dependent matrix and vector of correlation func-
tions determined for a temperature 7 with an associated vec-
tor of force parameters, (7). Then, the relation between G,
b, and gﬁ at two temperat_ures, T and T, is

G()(T) = b(T),

G(T")H(T')=b(T"). (A1)
Define
O¢p=¢(T") - H(T),

G(T") =TeG(T),

b(T") = Lyb(T). (A2)

Note that G is symmetric by definition and that I, is a diag-
onal matrix with elements (I'})ppr=8pp/bp(T')/bp(T). The
quantities (I'g,I",) contain “the effects of a temperature
change on the correlation functions, (G.b). From these defi-
nitions, Eq. (A2) can be rewritten as

S¢p=G N (T)AB(T), (A3)
where
A=TGh,-1. (A4)

The quantity A is zero when 7=T" and hence the right hand
side of Eq. (A3) represents the “perturbation” to the CG
force resulting from changes in the temperature. Conse-
quently, this form of the thermal transferability equations,
Eq. (A3), may be useful in constructing approximate pertur-
bative treatments estimating the effect of changes in thermo-
dynamic state on the MS-CG force fields.
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