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Prior studies on performance evaluation of digital radiographic systems have primarily focused on
the assessment of the detector performance alone. However, the clinical performance of such
systems is also substantially impacted by magnification, focal spot blur, the presence of scattered
radiation, and the presence of an antiscatter grid. The purpose of this study is to evaluate an
experimental methodology to assess the performance of a digital radiographic system, including
those attributes, and to propose a new metric, effective detective quantum efficiency �eDQE�, a
candidate for defining the efficiency or speed of digital radiographic imaging systems. The study
employed a geometric phantom simulating the attenuation and scatter properties of the adult human
thorax and a representative indirect flat-panel-based clinical digital radiographic imaging system.
The noise power spectrum �NPS� was derived from images of the phantom acquired at three
exposure levels spanning the operating range of the clinical system. The modulation transfer func-
tion �MTF� was measured using an edge device positioned at the surface of the phantom, facing the
x-ray source. Scatter measurements were made using a beam stop technique. The eDQE was then
computed from these measurements, along with measures of phantom attenuation and x-ray flux.
The MTF results showed notable impact from the focal spot blur, while the NPS depicted a large
component of structured noise resulting from use of an antiscatter grid. The eDQE was found to be
an order of magnitude lower than the conventional DQE. At 120 kVp, eDQE�0� was in the 8%–9%
range, fivefold lower than DQE�0� at the same technique. The eDQE method yielded reproducible
estimates of the system performance in a clinically relevant context by quantifying the inherent
speed of the system, that is, the actual signal to noise ratio that would be measured under clinical
operating conditions. © 2009 American Association of Physicists in Medicine.
�DOI: 10.1118/1.3171690�
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I. INTRODUCTION

In analog screen-film systems, the concept of speed has been
well established as the exposure or air KERMA needed to
achieve a certain level of optical density �i.e., analog signal�

1
on the film and is inversely related to exposure. The use of
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optical density as the basis for speed is well justified in ana-
log systems employing film since, with all other factors held
constant, for a given imaging geometry and technique, the
contrast resolution �as predicted by optical density� is a key

attribute of image quality. In digital systems, however, the
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acquisition and display functions of the image formation are
separated; consequently, the quality of the image is no longer
governed by signal strength alone but by the image signal-
to-noise ratio �SNR�. With this shift from contrast-limited to
SNR-limited imaging, one may argue that the proper use of a
digital system in terms of the required dose or exposure
should no longer be based on the x-ray flux required to
achieve a certain signal strength but that needed to obtain a
desired level of SNR in the final image.

Characterizing the SNR performance of an imaging detec-
tor in the context of how efficiently it utilizes the limited
number of incident x-ray photons during the process of im-
age formation, the detective quantum efficiency �DQE� has
become a common metric of image quality for digital radi-
ography and mammography systems.2–10 However, while ob-
jective and quantitative, the DQE does not reflect the contri-
butions of scattered radiation, antiscatter grid, magnification,
and focal spot �FS� blur on the quality of images acquired
clinically.11,12 In the past five years, both our laboratory and
another research group independently developed methodolo-
gies to include these effects into an overall system DQE.
Kyprianou and co-workers13–18 developed a formalism called
“generalized DQE �GDQE�” and our group developed a con-
cept called “effective DQE �eDQE�.” These two approaches
are similar in many respects but differ in a few details. The
GDQE of Kyprianou and co-workers includes the frequency
spectrum of the scattered radiation, whereas our eDQE in-
cludes the net effect of scatter on modulation transfer func-
tion �MTF� but ignores the frequency response of scatter
below 0.1 mm−1, except for the zero frequency drop. Both
techniques include the effect of magnification, and Kypri-
anou and co-workers included focal spot blur; our eDQE
approach originally did not include the effects of focal spot
blur but that has recently been included. The GDQE method
of Kyprianou and co-workers defines a system DQE at arbi-
trary depth, but our eDQE is primarily defined at a given
distance from the detector with a specified phantom. Al-
though both GDQE and eDQE are applicable to a variety of
imaging devices, evaluations of GDQE in literature have
largely focused on microangiographic applications and
eDQE has focused on chest and mammographic applications.
Despite these differences, the objectives of GDQE and
eDQE are similar. This paper extends our work to include
experimental measurement on chest radiography systems and
also the concept of using eDQE as a measure of system
speed.

The purpose of this study was to develop an experimental
methodology to quantitatively assess the performance of a
clinical digital radiographic system in the presence of scat-
tered radiation, antiscatter grid, magnification, and focal spot
blur. The methodology involves the measurement of the
DQE in the presence of these additional system attributes to
determine an effective detective quantum efficiency �eDQE�
which would be applicable to the overall image acquisition
system, as opposed to the detector only. The concept is not
directly applicable to the entire imaging system �including
processing and display components� rather the acquisition

component only. An important application of the concept of
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the eDQE is its utility to serve as an application-specific
definition of speed for digital radiographic and mammo-
graphic systems such that a target incident exposure �or
dose� may be determined based on the desired SNR response
from the imaging system.

II. MATERIALS AND METHODS

II.A. Phantom

The study was based on a phantom designed by the Food
and Drug Administration �FDA� for use in the nationwide
evaluation of x-ray trend �NEXT� program.19,20 The phantom
consisted of 25.4�25.4 cm2 slabs of acrylic and aluminum,
separated by an air gap, to emulate the attenuation and scat-
ter conditions representative of adult chest radiography �Fig.
1�. It also included a stand for the placement of an ionization
chamber in the beam to provide consistent measurement of
in-air exposure during an image acquisition.

II.B. Imaging system

A typical digital radiographic imaging system was used as
a platform for the development of the measurement method-
ology. The system �Revolution XQ/i, GE Healthcare, Mil-
waukee, WI� employed a 0.2-mm-pitch indirect flat-panel
detector, a source to image distance �SID� of 180 cm, and a
stationary grid with 78 lines /cm, 20 �m Pb strips with Al
interspace, and a grid ratio of 13:1 �Mitaya Manufacturing
Co Ltd, Tokyo, Japan�, as used in routine clinical chest ex-
ams with the system. A second identical system installed at
another institution was also employed to assess the reproduc-
ibility of the results and system performance. Both systems
were tested under operating conditions representative of
those used clinically. These conditions included the appli-
cable calibrations, choice of grid, two operating kVps �90
and 120�, and two sizes for the focal spot �0.6 and 1.25 mm�.
Prior to the evaluation each system was calibrated without
the grid in place per the manufacturer’s protocol as is typical
for digital radiography systems with a removable grid. All
image data were obtained from the systems in the “for-
processing” format, with postacquisition processing steps of
the data only limited to gain, offset, and bad-pixel calibra-
tions.

The system response function was measured following an
established methodology,2 but with the phantom placed in
proximity to the x-ray source to simulate the effects of the
primary beam filtration/hardening.5 Exposures were mea-
sured free-in-air using a calibrated ionization chamber
�MDH models 1015 and 2025, 10X5-6 ionization chamber,
Radcal, Monrovia, CA�. All exposure values were then
inverse-square corrected to reflect the exposure at the detec-
tor plane. Both systems demonstrated excellent linearity be-
tween pixel value and exposure. As the two systems were
found to have similar response characteristics at both kVps
�i.e., linear behavior with zero intercepts, the main prerequi-
sites for our data analysis�. Based on the measured system

response function, as denoted in Table I, all image pixel val-
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ues �Q� were transformed to have a generalized relationship
with exposure �E� as Q=4000E, enabling a constant repre-
sentation of image data across all images.

II.C. Transmission and scatter measurements

The narrow beam transmission fraction �TF� through the
phantom was measured at 90 and 120 kVp as the ratio of the
average exposure �across five repeats� with the phantom
present to that without. Exposure measurements were made

FIG. 1. The FDA chest phantom deployed for this study �a� showing its
geometry and composition in side view �b�; A=9.5 mm acrylic,
B=2.5 mm Al, C=54.0 mm acrylic, D=9.5 mm acrylic, E=1.6 mm Al, and
air gap between C and E layers=190.0 mm.
using a calibrated ionization chamber �MDH models 1015
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and 2025, 10X5-6 ionization chamber, Radcal, Monrovia,
CA�, with the phantom and probe positioned along the beam
axis at approximately one-third and two-thirds, respectively,
of the SID �180 cm� from the x-ray source, and with the
x-ray beam collimated to the approximate size of the ioniza-
tion probe with a margin for error to ensure the flux on the
ionization probe was uniform. For reference, the transmis-
sion fraction through the phantom was also measured using a
wide-beam geometry with a beam size reflective of that used
clinically on the system, i.e., the beam covering the full de-
tector, and with the ionization chamber positioned at a dis-
tance of 5 cm from the beam exit surface of the phantom to
reflect the approximate distance between the detector plane
and the detector outer cover. For this measurement, the ion-
ization chamber and phantom were positioned along the
beam axis at more than 30 cm away from the detector to
avoid backscattered radiation that might otherwise be cap-
tured by the chamber.

The scatter response of the system was evaluated with the
phantom using a beam stop technique.21,22 A beam stop array
device was placed adjacent to the surface of the phantom
facing the x-ray source, with the phantom centered in the
field of view and adjacent to the detector cover plate �Fig. 2�.
The beam stop array device was composed of a 14�16 array
of 224 Pb cylinders spaced 25 mm apart, each 6 mm in
thickness and 3 mm in diameter, embedded in a 6-mm-thick
sheet of polystyrene. Three images of the device were cap-
tured at 90 and 120 kVp at a relatively high exposure setting,
3.2E0, where E0 is the free-in-air exposure level �inverse-
squared corrected to the exposure at the detector� that would
approximately deliver the desired target exposure �Enl using
the IEC terminology� to the detector �i.e., 0.4 mR� in the
presence of phantom and grid as specified by the system
manufacturer. Mean pixel values were measured within a
10 pixel�10 pixel region of interest �ROI� positioned over
each beam stop and ROIs on either side of the beam stop.
The scatter fraction was then computed from the ratio of
attenuated to average background counts averaged across 20
beam stops in the central portion of the image �Fig. 3�.

II.D. Noise measurements

The noise performance of the systems was measured with
the phantom placed at the detector cover plate �Fig. 2�. Im-
ages of the phantom were obtained at 90 and 120 kVp at
three exposure levels corresponding to E0 /3.2, E0, and 3.2E0,
where E0 is the free-in-air exposure level �inverse-square
corrected to the plane of the detector� that would approxi-
mately deliver the desired target exposure to the detector
�i.e., 0.4 mR� in the presence of phantom and grid as speci-
fied by the system manufacturer. At each exposure condition,
ten repeat images were acquired to exceed a total of
4 000 000 �IEC-specified� independent pixels in a central
18�18 cm2 area within the phantom region of the image.5

The image data were then processed to compute the noise
power spectrum �NPS� using an established technique.3,23

The processing steps included the division of the central 18
−2
�18 cm area of each image into a total of 49 sequential
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�nonoverlapping�, 128�128 ROIs, detrending of the data,
the conversion of the data to fractional values, the determi-
nation of the normalized NPS �NNPS� for each ROI by Fou-
rier transformation, the averaging of the NNPS from the
ROIs from all repeat images, computing the directional
NNPS by band averaging, and rebinning the NNPS values
into spatial frequency sampling intervals of 0.05 mm−1.5 The
detrending step of the NPS processing aimed to remove
very-low frequency trends from the image data, primarily
associated with nonuniformity of the scattered radiation, a
behavior that is more reflective of the geometry of the phan-
tom than the system performance. This processing step has a
negligible impact on results above 0.15 mm−1.

FIG. 2. Side-view schematics of acquisition geometry for the measurements
of noise �a� and resolution �b� using the eDQE protocol. The MTF edge was

TABLE I. Basic characteristics of imaging systems tested in the study. XQ/i-1
at two different institutions. The approximate exposure received by the detec
the wide-angle phantom transmission fraction �17.5% and 13.6% at 120 and

System

Beam
quality
�kV�

Nominal
focal spot

size
�mm�

q-value
�mR−1 mm−2�

Relationsh
value �Q� a

�E in

GE
XQ/i-1

120

1.25

255 100

Q=1132
�R2=0.999

GE
XQ/i-2

1.25, 0.6
Q=845.

�R2=1.000

GE
XQ/i-2

90 1.25 244 912 N
positioned 5 cm in front of the phantom.

Medical Physics, Vol. 36, No. 8, August 2009
In general, the image acquisition targeted the assessment
of the noise performance in the presence of scattered radia-
tion and the antiscatter grid, to evaluate the system as a
whole. However, to assess the relative impact of each of
those elements, additional noise measurements were also
made on one of the systems with the phantom, grid, or both,
removed using the same mA s setting for each measurement
at three different exposure levels, i.e., free-in-air exposure
levels of E0 /3.2, E0, and 3.2E0.

II.E. Resolution measurements

The resolution performance of the systems was measured
with the phantom placed at the detector cover plate, as in the
noise measurement setup, and was assessed with an opaque
edge test device. For logistical reasons, the edge test device
�TX5 W Edge Device, Scanditronix-Wellhöffer, Schwarzen-
bruck, Germany� was placed vertically at the center of the
beam at 5 cm from the surface of the phantom �Fig. 2�, fac-
ing the x-ray source, to measure the horizontal �orthogonal to

FIG. 3. An image of the beam stop device used to measure the scatter

Q/i-2 refer to two systems of the same make and model installed and tested
the last column� is obtained by multiplying the reported exposure values by
Vp, respectively� and the grid transmission fraction �approximately 48%�.

pixel
posure

Scatter
fraction

�%�

Phantom
transmission

fractions

Incident
exposures

�mR�
�E0 /3.2

�E0

�3.2E0

Detector
exposures

�mR�
�Enl /3.2

�Enl

�3.2Enl

33.8
o grid

34.1

10.3% narrow
17.5% wide

1.6 0.13
5.6 0.47

16.7 1.40

1.3
h grid

33.0
1.8 0.15
5.6 0.47

18.4 1.55

28.7
7.5% narrow
13.6% wide

2.1 0.14
6.2 0.40

19.5 1.27
and X
tor �
90 k

ip of
nd ex
mR�

.2E+
7� w/

2E+1
� wit

/A
fraction within the central region depicted in the figure.
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the anode-cathode axis� MTF. The positioning of the edge
device enabled the assessment of the system resolution in the
worst-case scenario �highest magnification� to reflect the lim-
its of system performance. Three images were then acquired
at an exposure of 3.2E0 at 90 kVp using the large focal spot
�FS=1.25 mm� and at 120 kVp using both small �FS
=0.6 mm� and large �FS=1.25 mm� focal spots.

The image data were processed to compute the MTF us-
ing established techniques.2,24 The processing steps included
the extraction of the edge region of interest, the determina-
tion of the edge angle and location in the image, the deter-
mination of the edge and line spread functions, the compu-
tation of the MTF by Fourier transformation, and averaging
the MTF values into spatial frequency sampling intervals of
0.05 mm−1.5 The MTFs from three repeat images were aver-
aged.

In general, the image acquisition targeted the assessment
of the resolution performance in the presence of focal spot
blur, magnification, scattered radiation, and the antiscatter
grid, to evaluate the system as a whole. However, to assess
the relative impact of focal spot blur, magnification, and scat-
ter, resolution measurements were also made on one of the
systems with the edge device placed at approximate surface
of the phantom �at 5 cm� and at the surface of the detector
cover plate without the phantom present. With the edge
phantom oriented vertically, all resolution measurements
were made for the horizontal direction.

II.F. Estimation of the effective detective quantum
efficiency „eDQE…

The effective DQE for each system/condition was esti-
mated using

eDQE�f�� =
MTF�f��2 · �1 − SF�2

NNPS�f�� ·
1

m2 · TF · E · m2 · q

, �1�

where eDQE�f�� is the effective DQE at magnified frequency
of f� �i.e., the frequency at the entrance plane of the phantom
which is given by f�=mf , where m is the magnification and
f is the spatial frequency in the plane of the detector�.
MTF�f�� is the measured MTF in the presence of phantom,
scattered radiation, focal spot blur, and grid; SF is the mea-
sured scatter fraction; NNPS�f�� is the measured normalized
NPS in the presence of phantom, scattered radiation, focal
spot blur, and grid; TF is the measured transmission fraction
through the phantom using a narrow beam geometry; E is the
measured prephantom free-in-air exposure inverse-squared
corrected to that at the detector plane; and q is the ideal
squared signal-to-noise-ratio per unit exposure �or SNRin

2

Ref. 5� at that plane. The dimensions of the parameters are
such that the units cancel, as is the case with the conven-
tional DQE. In the denominator of Eq. �1�, the 1 /m2 factor
scales the NNPS at the detector plane to that at the object
plane �i.e., beam entrance surface of the phantom�, while the
m2 factor applies a corresponding scaling to the exposure;
the two factors effectively cancel one another. The q values,

as tabulated in Table I, were estimated using an x-ray simu-
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lation routine �xSpect, Henry Ford Hospital, Detroit, Michi-
gan� �Ref. 23� assuming an ideal counting detector with an
incident primary beam attenuated by the material of the
phantom.

The combined use of q, TF, and E in Eq. �1� was based on
an implicit assumption that an ideal imaging system, so far
as it relates to the data reported in this paper, would use a
counting-type system that employs all the transmitted pri-
mary photons through the phantom/patient in the formation
of the image but which is otherwise insensitive to scattered
radiation. In this formulation, the detector-grid-cover combi-
nation is treated as the image sensor. As such, the sensor will
be penalized for any primary photons absorbed by the grid or
the cover but not by the attenuation of the primary photons
through the phantom. Furthermore, the �1−SF�2 factor is
added to account for the low frequency drop in the MTF due
to the presence of scattered radiation; our MTF processing
routine includes a normalization of the MTF at zero fre-
quency to unity which eliminates that effect, but otherwise
allows the reflection of higher frequency components of the
scattered radiation in the resultant MTF. Such a factor is not
necessary for the NNPS as the measured results already in-
corporate the full effect of the scattered radiation on noise.

III. RESULTS

III.A. Phantom transmission and scatter

The phantom transmission fraction results are tabulated in
Table I. The measurements are system independent but re-
flective of the applied beam quality; lower kVps render
smaller measured phantom transmission fractions, as ex-
pected. The transmission fractions measured with the narrow
beam condition were used in the eDQE calculations as de-
scribed earlier. The table includes the wide-beam measure-
ment results as a reference only. The measured phantom
transmission fraction was reproducible to within 0.9% �abso-
lute difference�.

The scatter fraction results are also tabulated in Table I.
They reflect higher values at 120 kVp compared to 90 kVp,
as expected.21 Repeated measurements yielded results that
were reproducible to within 0.02% �absolute difference�.

III.B. Noise

Figure 4 illustrates the system NNPS results �with the
phantom and grid present� in the horizontal and vertical di-
rections for the two systems at 120 and 90 kVp. The results
for the systems using a small focal spot are not reported as
they were very similar to those using a larger focal spot. For
either system and kVp, the NNPS at the lowest exposure
condition �E0 /3.2� is similar in the horizontal and vertical
directions, except for a high frequency peak in the horizontal
direction reflective of the vertical pattern of the grid lines.
The appearance of the peaks associated with grid lines at
2.8 /mm is a result of the grid line pattern at 7.8 lp /mm
being aliased in the sampled NNPS. As the exposure in-
creases, an additional spatially stochastic component of grid

structure yields a relatively larger component of the total
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image noise, reflected in increased horizontal NNPS. This
noise is due to nonperiodic fluctuations in the image data due
to nonuniformity of grid line spacing. As most digital sys-
tems do not include the grid in the calibration process, this
noise remains uncorrected within the image. The grid contri-
bution also enhances the relative magnitude of the high fre-
quency peaks associated with the grid lines. Repeated mea-
surements on the same system indicated that overall the
NNPS results are reproducible to within 2.1% averaged
across all frequencies.

The effects of the grid �and the phantom� on the resulting
NNPS are more explicitly illustrated in Fig. 5. The results
indicate a higher noise magnitude with the addition of the

FIG. 4. The NNPS of the systems in orthogonal directions at the
phantom due to the beam attenuation and the added scattered

Medical Physics, Vol. 36, No. 8, August 2009
radiation by the phantom. For images acquired at a constant
mA s setting, the exposure to the surface of the phantom or
to the sensor �when the phantom is removed� will vary as a
result of these factors, yielding a change in the gross magni-
tude of the NPS. Higher magnitude and structure of the
NNPS is also noted with the addition of the grid �due to the
beam attenuation by the grid and the added grid structure�.
The contribution of structured noise to the NNPS is more
pronounced with a higher NNPS magnitude and is associated
with the presence of a characteristic peak in the horizontal
NNPS, which is perpendicular to the direction of the grid
lines. The grid contribution to the NNPS is also demon-

evaluated exposure levels of E0 /3.2, E0, and 3.2E0, respectively.
three
strated to be exposure dependent.
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III.C. Resolution

Figure 6 provides a comparison of the MTF for the two

FIG. 5. The NNPS measurement with and without phantom and grid being
values corresponding to E0 /3.2, E0, and 3.2E0, respectively. E0 values were
different clinical systems using the eDQE standard acquisi-

Medical Physics, Vol. 36, No. 8, August 2009
tion protocol �large focal spot and 120 kVp with the grid and
the phantom both present� and also demonstrates the impact
of varying focal spot size and kVp for one of the systems.

ent. All data were collected on a single system �XQ/i-1� at constant mA s
enoted in Table I whether or not attenuating materials were in place.
pres
as d
The results illustrate the reproducibility in the MTF measure-
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ments from two different systems of the same make and
model installed at two different institutions when using com-
parable large focal spots and beam qualities. The differences
do not exceed 0.03 across all frequencies up to the cutoff
frequency. While variations in the beam quality at 120 kVp
likely have a slight impact, the majority of the difference in
the MTF between these two systems is likely attributable to
differences in the sizes of the focal spots since focal spot
sizes are commonly different from their nominal value. No-
tably, on the reference system �XQ/i-1�, the differences be-
tween replicated MTF measurements did not exceed 0.02
across all frequencies up to the cutoff frequency.

While the MTF appears relatively insensitive to the beam
quality, the size of the focal spot has a marked effect as the
system MTF is naturally reflective of both the detector per-
formance as well as the blur caused by the focal spot mag-
nification. The use of a small focal spot �i.e., 0.6 mm nomi-
nal size� provides a notably enhanced measured MTF,
resulting from decreased focal spot blurring. As such, the
MTF results reflect the actual resolution that might be ob-
tained when using these systems to perform chest examina-
tions on patients in the clinical setting. As these data are
obtained with the edge located at the tube side of the phan-
tom, the results are more reflective of the maximum blur for
an image feature located at the posterior of the thorax �in a
posteroanterior acquisition mode�.

The effects of magnification and phantom �i.e., increased
scatter� on the MTF are explicitly demonstrated in Fig. 7.
The relative location of the edge phantom along the beam
axis has a profound impact on the measured MTF, with the
highest measured MTF being obtained when the edge phan-

FIG. 6. The MTF results in the horizontal direction for different beam quali-
ties and focal spot size, with phantom and grid in place. The actual system
MTF would be the product of the multiplication of the reported MTFs and
the associated �1−SF� factors �SF=scatter fraction reported in Table I�.
tom is in contact with the detector surface �magnification
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=1�. When the edge is magnified by its placement at the
surface of the phantom, the MTF is degraded. This is attrib-
utable to the increased contribution of the focal spot blur to
the overall system resolution. Neither Fig. 6 nor Fig. 7 ex-
hibit any characteristic peak associated with the grid, noted
in the NNPS results shown in Figs. 4 and 5. That is due to
the fact that the presampled MTF data were acquired at slight
angular misalignment with respect to the exact horizontal
direction; i.e., the edge was placed a few degrees from the
vertical direction to obtain the presampled edge data. That
process essentially removes any periodicity patterns from the
resultant presampled MTF data.

Our measurement procedure for the MTF used an opaque
lead edge that is sufficient to measure the detector MTF ad-
equately but not the full extent of the scatter MTF. The re-
sults shown in Fig. 7, for example, contain a slight dip at
frequencies just above the range expected for scatter �i.e.,
around 0.2–0.3 mm−1� for the case when the scattering me-
dium was used. This dip is around 4%. If we were able to
measure the full extent of the low frequency content of the
scatter, then we would have expected a dip of around 30%
�i.e., equal to SF�. Therefore, when we multiply the mea-
sured MTF by �1−SF�, that results in a slight error in system
MTF, but it should be no more than about 4%. The corre-
sponding error in eDQE would then be expected to be about
8%.

III.D. eDQE

Combining all component results noted previously, Fig. 8

FIG. 7. The MTF results in the horizontal direction demonstrating the ef-
fects of magnification �i.e., the location of the edge test device� and
the presence of the phantom for system XQ/i-1. The large focal spot
�FS=1.25� was used. The actual system MTF would be the product of the
multiplication of the reported MTFs and the associated �1−SF� factors
�SF=scatter fraction reported in Table I�.
illustrates the eDQE results for the two systems, as well as
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the effects of variations in kVp and focal spot size. The fig-
ures reflect the performance in the horizontal direction at the
exposure levels corresponding to E0 /3.2, E0, and 3.2E0. The
results from the two systems installed at two institutions are
notably consistent. Assuming no variance associated with the
measured exposure, the eDQE measurements are reproduc-
ible to within 3.0%. For each condition, the eDQE decreases
with increasing exposure. This is likely due to the increased
relative magnitude of structured noise associated with the
grid, which was also noted in the NPS results. For a given
exposure, the drops in the lower frequency range of the data

FIG. 8. The effective DQE of the reference system, XQ/i-1 at 120 kVp wit
1.25 mm and 0.6 mm focal spots and at 90 kVp with a 1.25 mm focal spot. T
to E0 /3.2, E0, and 3.2E0, where E0 �listed in Table I� is the free-in-air expo
approximately deliver the desired target exposure to the detector ��0.4 mR
are also reflective of the elevated NNPS in that zone. The
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improvement in the high frequency response with the use of
small focal spots is also reflective of reduced focal spot blur,
which was also noted in the MTF results.

The most remarkable finding of these results is the rela-
tive magnitude of the eDQE; the eDQE�0� values are in the
5%–10% range, notably short of the ideal 100% value, even
for this imaging system which employs a “high-DQE” detec-
tor. These results demonstrate how significantly the scatter,
magnification, focal spot blur, and grid attenuation can de-
grade the actual signal-to-noise performance of an imaging
system.

25 mm focal spot in comparison with the XQ/i-2 system at 120 kVp, with
raphs show the results in the horizontal direction at exposures corresponding
level �inverse-squared corrected to the exposure at the detector� that would
specified by the system manufacturer.
h a 1.
he g
sure
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IV. DISCUSSION

Currently, there is no universal definition of speed for
digital imaging systems, leading to confusion and misappli-
cation of the concept of analog speed1 to digital systems. At
the same time, recognizing the importance of the signal-to-
noise ratio as a metric of image quality, manufacturers have
strived to achieve high DQEs for these systems.12,25–29 With
the DQE performance of current detectors varying by as
much as three-to-four-fold from device to device.27,28 With-
out a clear definition of speed for digital systems, the higher
DQEs of some digital systems, which provide the opportu-
nity for use of lower exposure techniques, have not been
adequately utilized to systematically reduce patient dose.
Conversely, the use of inadequate exposure for lower DQE
systems may have led to suboptimal image quality. Consid-
ering the need to obtain the best image quality at minimum
patient dose, there is a clear need to define a new concept of
digital speed, analogous to its analog counterpart for screen/
film systems, that would be properly applicable to digital
systems.

In digital systems, the SNR is a reasonable predictor of
the image quality. As such, the speed for a digital system
may be defined as that SNR that can be obtained at a given
exposure to the detector or the effective dose to a reference
patient �or phantom� with a typical body habitus. Such a
definition would naturally be related to the DQE, the ratio of
the measured SNR2 per ideal SNRin

2 that can be provided by
the system given the number of incident x-ray quanta. The
DQE, as defined and measured conventionally, falls short of
reflecting the actual SNR efficiency of an imaging system
due to its disregard for scattered radiation �an ever-present
attribute of all x-ray based imaging systems�, the predetector
attenuation of the primary and scattered radiation by the an-
tiscatter grid, magnification, and focal spot blur. Further-
more, the DQE is sometimes measured and reported for
beam qualities and exposures not reflective of the specific
application for which the system will be employed.

This study aimed to extend the concept of DQE to include
the attributes of x-ray imaging that impact the actual SNR of
an image. Experimentally and reproducibly measured, the
new metric of eDQE reflects the actual SNR efficiency of an
x-ray imaging system for a given application �chest imaging
in this study�, and as such can be used as a reliable definition
of speed for a digital radiographic or mammographic system.
A system with a higher eDQE provides a higher SNR2 per
unit incident exposure than one with a lower eDQE. With
SNR2 being linearly scalable to detection threshold based on
the Rose model,30 the eDQE would maintain a linear propor-
tionality with intrinsic “image quality” and thus is an intui-
tive linear representation of speed for a digital x-ray system.

While conventional DQE is reflective of the SNR perfor-
mance of a detector alone, the eDQE reflects the perfor-
mance of the “system” as a whole. As such, a comparison of
the DQE and the eDQE for the tested system might be par-
ticularly enlightening. Figure 9 represents the previously re-
ported conventional DQE for the system evaluated in this

25
study. The DQE results in Fig. 9 are fivefold higher in
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magnitude than those of the eDQE. This suggests that the
prevalent use of DQE as a comprehensive metric of image
quality may need to be revisited. Furthermore, the low value
of eDQE compared to the high magnitude of the DQE sug-
gests a great opportunity for continued progress for improv-
ing the image quality of radiography and mammography sys-
tems and reducing patient dose.

This current work builds on previous work in our labora-
tory that included studying the effect of scattered radiation
on the effective DQE of a slot scan system31 and an evalua-
tion of the properties of digital magnification radiography.19

There has also been some excellent theoretical and experi-
mental works by Kyprianou and co-workers13–15 and Yadava
et al.16 in recent years evaluating the effect of scatter, focal
spot blurring, and magnification on image signal-to-noise ra-
tio; the metric derived by these investigators was called
“generalized DQE” and is similar in principle to the eDQE
described in this paper. Differences exist between the gener-
alized DQE described by these other investigators and the
eDQE described here: The generalized DQE works of Kyp-
rianou and co-workers13–15 included a specific term describ-
ing the MTF due to scatter alone. Because our eDQE formu-
lation does not include a specific term for the scatter
component of the MTF, our results and those of Kyprianou
and co-workers will show differences at the very lowest spa-
tial frequencies. While the works of Kyprianou and co-
workers and Yadava et al. are applicable to any imaging
system, its main application in literature was in the evalua-
tion of a microangiographic system. The work presented in
this current paper is the first application of an effective or
generalized DQE in digital chest radiography.

Though certain generalizations can be inferred from the
results of the current study, particularly the advantages of a
“clinically relevant” performance metric �eDQE� over a met-
ric measured under somewhat ideal conditions �conventional
DQE�, caution should be exercised before extrapolating the
specific observations achieved with one single phantom ge-
ometry. Though representative of the average adult chest, the
phantom employed in this study does not reflect the full
range and variety of body types encountered clinically,
which is especially true for chest imaging in the pediatric
and bariatric ranges. It should also be noted that though the
concept of eDQE can be applied to other x-ray imaging ap-
plications, care must be exercised in developing a technique
and phantom combination that accurately reflects the clinical
imaging geometry while accurately simulating the effects of
attenuation, scatter, and magnification for the specific appli-
cation of interest. The evaluation of the eDQE methodology
for chest imaging applications from the pediatric range
across the full range of adult chest sizes up to and including
the bariatric range, extension of the technique to x-ray imag-
ing applications beyond the chest, and independent valida-
tion using observer studies are all worthwhile objectives for
future studies.

V. CONCLUSIONS

This work involved the development and assessment of a

new image quality metric of the eDQE, which was designed
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to reflect the actual signal-to-noise ratio performance of a
digital x-ray imaging system in the presence of x-ray scatter-
ing, magnification, focal spot blur, and antiscatter grid. The
findings indicated that reproducible results can be obtained
using a standard measurement protocol. Its relative magni-
tude was found to be an order of magnitude lower than the
conventional DQE, suggesting potential for additional im-
provements in the development of new imaging systems. The
new metric of eDQE provides a more meaningful reflection
of the system performance as it quantifies image quality in a
more clinically relevant context. It can also serve as an
application-specific definition of speed for digital x-ray im-
aging systems, providing an intuitive linear representation of
needed exposure to achieve and maintain a target SNR.
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