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The Premack Principle, Response Deprivation, and
Establishing Operations

Kevin P Klatt and Edward K. Morris
University of Kansas

This paper describes response deprivation as an establishing operation. In this context, we review
the concept of establishing operation, in particular, its reinforcer-establishing and evocative effects;
we place response deprivation in the literature on the reinforcing effects of behavioral activity,
wherein response deprivation subsumes the Premack principle; we describe the reinforcer-altering
and evocative effects of response deprivation; and we address a methodological concern about the
evocative effect. In closing, we discuss some conceptual and empirical implications of the foregoing
analyses.
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The concept of context has two sys-
tematic lineages in behavior analysis,
one beginning with J. R. Kantor, the
other with B. F Skinner. The former is
the lineage of setting factors (Kantor,
1918, 1959, p. 14), from which setting
events emerged in the work of Bijou
and Baer (1961, pp. 17-25; see Bijou,
1996). The latter is the lineage of Skin-
ner's (1931) third variables, which es-
tablishing operations (EOs) have par-
tially subsumed (Keller & Schoenfeld,
1950, p. 269; Michael, 1982; Millen-
son, 1967, p. 383). Although relevant
to both lineages, this paper addresses
only EOs, extending their purview to
the Premack principle and then to re-
sponse deprivation. Our point is that
response deprivation is an EO. In this
context, we review the concept of the
EO, describe the Premack principle
and response deprivation, make the
case that response deprivation is an
EO, raise a methodological concern,
and discuss some conceptual and em-
pirical implications.

This article is based on a paper presented at
the meeting of the Association for Behavior
Analysis, May 2000. We thank Dan Bemstein,
Hank Schlinger, Peter McGill, and Jack Michael
for their helpful comments on that and the cur-
rent version of the paper.

Correspondence may be sent to the first au-
thor, Department of Psychology, University of
Wisconsin-Eau Claire, Eau Claire, Wisconsin
54702.

Establishing Operations
The genesis of EOs lies in Skinner's

(1931, p. 451) concept of third vari-
ables. Third variables generally com-
prised "conditioning, drive, and emo-
tion" (p. 454) and accounted for
changes in the correlation among clas-
ses of responses and stimuli-the first
and the second variables. Although
third variables did not survive the
1930s as a technical term, Keller and
Schoenfeld (1950, pp. 262-325) later
subsumed drive and emotion under
"establishing operations" in their anal-
ysis of motivation. As a technical term
itself, however, establishing operation
also did not survive its own time, but
was revived by Michael (1982). In Mi-
chael's (1993) latest systematic ac-
count, EOs are defined by two effects:
An establishing operation is an environmental
event, operation, or stimulus condition that af-
fects an organism by momentarily altering (a)
the reinforcing effectiveness of other events and
(b) the frequency of occurrence of that part of
the organism's repertoire relevant to those events
as consequences. (p. 192)

For an EO to be a behavioral process
unto itself, these effects-the reinforc-
er-establishing and the evocative ef-
fects, respectively-should operate in-
dependently of any ongoing reinforce-
ment contingencies (e.g., schedules of
reinforcement; Ferster & Skinner,
1957) and function-altering or reper-
toire-altering processes (e.g., condi-
tioning, contingency-specifying stimu-
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li; reinforcement, stimulus equiva-
lence; see Michael, 1983; Schlinger &
Blakely, 1987), a point we raise again
below. We also defer until later a dis-
cussion of the abolishing (or disestab-
lishing) effect of EOs (see Michael,
1982, p. 151, 1993, p. 193), for our
concern here is with their establishing
effects: An EO momentarily establish-
es or increases (a) "the effectiveness of
[other events] as a form of reinforce-
ment and (b) the frequency of the types
of behavior that have been previously
reinforced with [those events]" (Mi-
chael, 1993, p. 192; cf. Keller &
Schoenfeld, 1950, pp. 265-267). Water
deprivation is an often-cited example.
Water deprivation establishes the effec-
tiveness of water as a reinforcer and
increases the frequency of responses
that, in the past, were reinforced by
water (e.g., bar pressing, foraging,
manding "water"; see Michael, 1988).
Water deprivation is not, however, the
only operation that has this effect; so
too do heat, physical exercise, and salt
ingestion. Thus, not only does the term
EO denote a behavioral process that
momentarily establishes events as re-
inforcers and evokes reinforcer-related
responses, but it is also a systematic
concept that integrates this behavioral
function across disparate events, con-
ditions, and variables.
As both a process and a concept, the

EO has garnered considerable atten-
tion. It has been systematized to the
extent that it is now used as a technical
term in the science of behavior and its
application (see, e.g., Catania, 1998,
pp. 388-389; Sulzer-Azaroff & Mayer,
1991, p. 589). Establishing operation is
a conceptual basis for expanding the
basic behavior-analytic unit from a
three- to a four-term contingency (Mi-
chael, 1985, p. 105). Establishing op-
erations are used in behavioral assess-
ments and interventions with socially
important behavior (Iwata, Dorsey, Sli-
fer, Bauman, & Richman, 1982; Mc-
Gill, 1999; Wilder & Carr, 1998; see
the special section on EOs in the Jour-
nal of Applied Behavior Analysis,
2000, Vol. 33, No. 4). Furthermore, the

concept has enriched the corpus of
principles used in behavioral interpre-
tation, both in post hoc interpretations
of uncontrolled physical, biological,
and social variables in basic and ap-
plied research (e.g., sleep deprivation,
allergens, instructional demands; see
Kennedy & Meyer, 1996) and in inter-
pretationis of everyday (e.g., motivated,
social, verbal behavior; see Michael,
1988, 1993) and clinically relevant be-
havior (e.g., anxiety, depression; see
Dougher & Hackbert, 2000). The con-
cept of the establishing operation,
however, encompasses still more. It en-
compasses at least one other behavioral
relation: response deprivation and,
with it, the Premack principle.

Response Deprivation

Like the other concepts of context,
response deprivation has its own line-
age. Research on "activity" as a rein-
forcer, for instance, extends back at
least into the 1920s (e.g., Richter,
1922). In reviewing this literature, Kel-
ler and Schoenfeld (1950, pp. 278-
284) noted that an "activity varies as
a function of [its] deprivation like any
other appetite" (p. 283). For example,
depriving a rat of access to an activity
(e.g., running) will increase its rate of
that activity above baseline when later
given an opportunity to engage in it.
Other relevant research concerns what
functions as reinforcement: the conse-
quences of responding (e.g., food) or
responding that produces those conse-
quences (e.g., eating; Sheffield, 1948;
Sheffield, Wulff, & Backer, 1951; see
Mazur, 1998, p. 219). Response depri-
vation concerns the latter. This early
work notwithstanding, the modern lin-
eage of response deprivation begins
with the Premack principle.

The Premack principle. The Pre-
mack principle emerged from Pre-
mack's (1959) research on the "rate-
differential" or "probability-differen-
tial" effect, wherein "any response A
will reinforce any response B, if and
only if, the independent rate of A is
greater [italics added] than that of B"
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(p. 220; see Premack, 1961, 1962,
1963). On this account, a high-rate
"contingent" response can reinforce a
low-rate "instrumental" response, but
not vice versa. For instance, the con-
tingent opportunity for a rat to drink
water will reinforce its instrumental
wheel running if and only if the prob-
ability of drinking water is greater than
wheel running. This is not just a the-
oretical point, but has obvious clinical
and applied implications, many of
them now realized (see Martin & Pear,
1996, pp. 31-32; Mazur, 1998, pp.
222-223). Allen and Iwata (1980), for
example, increased the amount of ex-
ercise (a low-rate response) among
persons with developmental disabilities
by making access to games (a high-rate
response) contingent upon it (see also
Goh et al., 1995; Homme, deBaca, De-
vine, Steinhorst, & Rickert, 1963;
Mitchell & Stoffelmayr, 1973; Wasik,
1970; but see Knapp, 1976).
Response suppression. As his re-

search program evolved, Premack
(1965, pp. 164-173) noted that the
rate-differential effect was accompa-
nied by another effect: When oppor-
tunities to engage in high-rate respond-
ing reinforced low-rate responding, the
high-rate responding was, at those
times, reduced below its baseline. This
occurred because Premack's experi-
mental preparation restricted the rats'
opportunities to engage in the high-rate
response (e.g., access to water), thus
reducing that response (e.g., drinking)
until the low-rate response was emitted
(e.g., wheel running), the consequence
of which reinstated the opportunity to
engage in the high-rate response. Pre-
mack (1965) described this reduction
as "characteristic" and "nearly inevi-
table" (p. 170), remarking however
that, although its relation to the rein-
forcing effectiveness of high-rate re-
sponding was "necessary," the reduc-
tion was not in itself "sufficient" (p.
171).

Just a few years later, however, Ei-
senberger, Karpman, and Trattner
(1967) demonstrated both the necessity
and the sufficiency of response reduc-

tion: "The necessary and sufficient
condition for reinforcement is 're-
sponse suppression.' Any [instrumen-
tal] response serving to overcome re-
sponse suppression [in the contingent
response] will be reinforced" (p. 345).
On this account, any response A can
reinforce any response B if the rate of
A is suppressed below its free-operant
baseline, regardless of which response
occurs more frequently (see also Ma-
zur, 1975; Timberlake & Allison,
1974). Eisenberger et al. showed, for
example, that the opportunity for hu-
mans to turn a wheel could be used to
reinforce their pressing a bar, no matter
what the relative rate of the former to
the latter-higher or lower-as long as
turning the wheel was suppressed be-
low its baseline. With this, the Pre-
mack principle was no longer an em-
pirical law unto itself, but was ex-
plained by a more general process: re-
sponse suppression (see Timberlake,
1980).
Response deprivation. Timberlake

and Allison (1974; Allison & Timber-
lake, 1974, 1975) later reformulated re-
sponse suppression into response dep-
rivation, which is today the more stan-
dard term (see, e.g., Allison, 1993;
Chance, 1999, pp. 172-173; Leslie,
1996, pp. 104-106; Malone, 1990, pp.
283-284; Mazur, 1998, pp. 223-224;
but see also response restriction; Bern-
stein & Ebbesen, 1978; Dunham &
Grantmyre, 1982). Like the Premack
principle, response deprivation also has
been applied to clinically relevant hu-
man behavior. Dougher (1983), for ex-
ample, demonstrated that response
deprivation of drinking a preferred
beverage would increase appropriate
social behavior in adults diagnosed
with schizophrenia when access to
drinking was made contingent on the
social behavior (see also Heth & War-
ren, 1978; Konarski, 1987; Konarski,
Johnson, Crowell, & Whitman, 1980).

Response Deprivation:
An Establishing Operation

Before making the point that re-
sponse deprivation is an establishing
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operation, we turn to Catania (1998) as
a resource on matters of definition.
Here, we find that although response
deprivation does not appear in his in-
dex, it has an entry in his glossary (p.
407), where it directs the reader to two
other terms: establishing operations
and reinforcement. Under establishing
operations (pp. 388-389), we find de-
scriptions of operations that momentar-
ily change the functions of stimuli as
reinforcers, but no reference to re-
sponse deprivation per se. Under rein-
forcement (pp. 405-406), we find a de-
scription of response deprivation, but
with only a "cf." to EOs, which means
"compare" (see Fowler, 1987, p. xxii).
Although the relation Catania drew
here between EOs and response dep-
rivation was not explicit, he has else-
where suggested that response depri-
vation is an EO (Catania, 1993), as
have others (e.g., McDevitt & Fantino,
1993; Michael, 1993). Our point, ar-
rived at independently, extends this
analysis.

The establishing effect. Recall that
an EO has two effects. The first is to
establish momentarily "the reinforcing
effectiveness of other events" (Mi-
chael, 1993, p. 192). Likewise, so too
does response deprivation: It momen-
tarily establishes the reinforcing effec-
tiveness of opportunities to engage in
suppressed or restricted responding.
That is, when a contingent response
(e.g., drinking water) is suppressed or
restricted below (i.e., is deprived of) its
baseline rate, the opportunity to engage
in it becomes a reinforcer for an in-
strumental response (e.g., wheel run-
ning).

The evocative effect. The second ef-
fect of an EO is to evoke momentarily
the frequency of the "repertoire rele-
vant to those events as consequences"
(Michael, 1993, p. 192). So too does
response deprivation: It momentarily
increases the frequency of the reper-
toire relevant to reinstating the oppor-
tunity to engage in the suppressed or
restricted response. That is, when a
contingent response (e.g., drinking wa-
ter) is restricted below (i.e., is deprived

of) its baseline rate, this evokes instru-
mental responses (e.g., wheel running)
relevant to engaging in the deprived re-
sponse (e.g., drinking water).

Given that response deprivation en-
tails both the momentary establishing
and evocative effects of an EO, it can
be classified as an EO. However, a
methodological concern may be raised
about the second effect, for its empir-
ical demonstration is not always read-
ily apparent.
A methodological concern. As men-

tioned earlier, if an EO is a behavioral
process unto itself, its momentary es-
tablishing and evocative effects should
operate independently of any ongoing
reinforcement contingencies and func-
tion-altering or repertoire-altering pro-
cesses. Thus, research preparations
should control for these contingencies
and processes, offering evidence that
the establishing and evocative effects
occur independently of them. In the re-
sponse deprivation literature, only the
independence of the establishing effect
has been routinely demonstrated. The
evocative effect is often not measured
or reported.

Take Premack (1963), for example.
In this study, he differentially con-
trolled rats' baseline rates of drinking
(i.e., licking measured by a drinkome-
ter) and running (i.e., measured by run-
ning wheel rotations) to demonstrate
that drinking could reinforce running
and vice versa, depending on which
was more probable. His real-time event
records showed the temporal sequence
of drinking followed by running and
vice versa, and hence the reinforce-
ment of one by the other-the estab-
lishing effect of response deprivation.
However, the evocative effect cannot
be discerned from the records, because
they lack abscissas denoting where the
sessions began, for instance, before
any contingent reinforcement occurred
for instrumental behavior. Without
such information, we cannot know if
the instrumental response was evoked
independently of the effects of the con-
tingency. Moreover, no related re-
sponses, such as approaching the drink-
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ometer, were concurrently measured,
such that other evidence of the evoca-
tive effect could be reported. Other
studies are even more difficult to inter-
pret, for some of them present no real-
time data or data on individual partic-
ipants (e.g., Eisenberger et al., 1967).
Ideally, the evocative effect should be
demonstrated when other contingen-
cies are not operative, for instance,
during extinction or prior to a session's
first reinforcer delivery.

In summary, then, even though the
evocative effect of response depriva-
tion seems to be necessary for the first
occurrence of instrumental responding,
the effect is often unmeasured. Thus, it
must be inferred from the research
methods or findings. Of course, the
evocative effect may itself be indepen-
dent of the establishing effect, and thus
not necessary to the definition of an
EO, but this is an issue better ad-
dressed elsewhere. For the moment, we
turn to some conceptual and empirical
implications of the foregoing analyses.

Some Implications

Conceptual implications. Among the
conceptual implications are, first, that
response deprivation can now be
viewed as an instance or member of a
larger, more generic class of behavioral
relations: EOs. Response deprivation
momentarily establishes both the effec-
tiveness of consequences as reinforcers
and evokes responses relevant to them.
As such, it is not an independent be-
havioral process, but a subclass of
EO-a more encompassing class con-
cept.

Second, given that response depri-
vation implies response satiation, the
latter can be subsumed under the EO's
abolishing (or disestablishing) effect.
EOs such as reinforcer satiation, for in-
stance, momentarily abolish the effec-
tiveness of consequences as reinforcers
and decrease the frequency of respons-
es relevant to them (Michael, 1982, p.
151, 1993, p. 193). Likewise, so too
does response satiation. Response sa-
tiation momentarily abolishes the re-

inforcing effectiveness of opportunities
to engage in that response or establish-
es those opportunities as punishers. For
example, when a contingent response
(e.g., drinking water) is forced above
its baseline rate, the opportunity to en-
gage in it becomes a punisher for in-
strumental responding (e.g., wheel run-
ning; see Allison & Castellan, 1970;
Dougher, 1983; Heth & Warren, 1978;
Leslie, 1996, p. 105). Response satia-
tion also momentarily decreases the
frequency of the repertoire relevant to
opportunities to engage in that re-
sponse or suppresses the relevant rep-
ertoire. For example, when a contin-
gent response (e.g., drinking water) is
forced above its baseline, this decreas-
es the frequency of instrumental re-
sponses (e.g., wheel running) relevant
to reinstating the opportunity to engage
in the satiated response (e.g., drinking
water). Like response deprivation,
though, response satiation is also not
an independent behavioral process. It is
a subclass of the abolishing effects of
EOs-a more encompassing class con-
cept.
The symmetry of the establishing

and abolishing operations suggests a
third implication. In particular, the con-
tinuum along which they vary bears
some resemblance to the molar equilib-
rium model of learned performance
(see Timberlake, 1980), especially
when response deprivation and satia-
tion are analogous to "response defi-
cits" and "response excesses" (see
Timberlake & Farmer-Dougan, 1991).
This suggests that establishing opera-
tions and abolishing operations might
explain the equilibrium model or that
the equilibrium model might explain
the establishing and abolishing opera-
tions or that they describe the same
process. Further analysis seems war-
ranted (cf. Gewirtz, 1972, pp. 19-22,
on "adaptation levels"; Skinner, 1953,
p. 142, on "homeostasis").
A final conceptual implication is that

the EO may subsume, or be subsumed
by, not only the concepts of context
mentioned earlier-third variables, set-
ting factors, and setting events (see Mi-
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chael, 1993, p. 192)-but also other
such concepts, such as Gewirtz's
(1972) "contextual conditions" and
Goldiamond and Dyrud's (1968) "po-
tentiating variables." Gewirtz, (1972),
for instance, listed social deprivation
and aversive stimulation among his ex-
amples. These are EOs on Michael's
account.

Empirical implications. Among the
empirical implications of the foregoing
analyses are, first, that the Premack
principle, as originally stated, is an in-
complete principle. It is not fundamen-
tal, but instead is explained by re-
sponse deprivation, which expands its
scope and precision. This point is not
appreciated throughout the behavior-
analytic literature, much less outside of
the discipline (Konarski, Johnson,
Crowell, & Whitman, 1979).

Second, EOs may be fundamental to
behavioral relations and procedures
other than response derivation. In basic
research, EOs, which now include re-
sponse deprivation, might inform our
understanding of extinction (e.g., ex-
tinction bursts, the reinforcing func-
tions of extinction-induced aggression;
see, e.g., Azrin, Hutchinson, & Mc-
Laughlin, 1965), behavioral contrast
(e.g., increased responding as a func-
tion of signaled changes in schedules
of reinforcement; Reynolds, 1961),
Pavlovian-directed responses (e.g., re-
sponse forms that vary with the de-
prived reinforcer; Jenkins & Moore,
1973), and adjunctive behavior (e.g.,
schedule-induced behavior such as
polydipsia; Falk, 1977). In applied re-
search, EOs and response deprivation
might be implicated in the effective-
ness of various procedures, for in-
stance, extinction, time-out, overcor-
rection, restitution, behavioral momen-
tum, incidental teaching, and function-
al communication training (see McGill,
1999).

Third, just as EOs have expanded
our understanding of various content
domains of behavior, for instance, of
motivation, emotion, and addiction
(e.g., Malott, Malott, & Trojan, 2000,
pp. 167-170, 172-174; Michael, 1993,

p. 197; Millenson, 1967, p. 440), so
too might response deprivation. This
point holds as well for assessments of
and interventions in socially important
problems (see Iwata, Smith, & Mi-
chael, 2000).

Conclusion

The point of this paper is that re-
sponse deprivation is an EO. To the ex-
tent that EOs bring this and other con-
cepts of context into conceptual and
empirical alignment, behavior analysis
is enriched and expanded. Conceptual
alignment improves the efficiency and
economy of our terms, concepts, the-
ories, and interpretations. This increas-
es the coherence of our discipline. Em-
pirical alignment clarifies the system of
relations among the basic behavioral
processes. This increases the effective-
ness of our science and technology.
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