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Behavior Analysis and the Study of Human Aging
Adam Derenne and Alan Baron
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As the population of older adults continues to rise, psychologists along with other behavioral and
social scientists have shown increasing interest in this age group. Although behavior analysts have
contributed to research on aging, the focus has been on applications that remedy age-related deficits,
rather than a concern with aging as a developmental process. In particular, there has been little
interest in the central theoretical questions that have guided gerontologists. How does behavior
change with advancing years, and what are the sources of those changes? We consider the possibility
that this neglect reflects the long-standing commitment of behavior analysts to variables that can
be experimentally manipulated, a requirement that excludes the key variable-age itself. We review
the options available to researchers and present strategies that minimize deviations from the tradi-
tional features of behavior-analytic designs. Our comments are predicated on the view that aging
issues within contemporary society are far too important for behavior analysts to ignore.
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Recent years have witnessed a re-
markable increase in the number of
older adults within the American pop-
ulation. The latest census figures reveal
that 13% of the population is now 65
years or older, and this number is pro-
jected to increase to 20% by 2030. In
conjunction with this sheer increase in
numbers, older Americans are living
longer. According to a recent report
(Older Americans: 2000), life expec-
tancy at age 65 has increased 50% over
the past century, from 12 years in 1900
to 18 years in 2000. These population
trends are by no means limited to the
United States, or even to Western
countries. United Nations studies indi-
cate that 1 of every 10 persons of the
present global population is 60 years or
older. This value is projected to in-
crease to 1 in 5 by 2050 and 1 in 3 by
2150 (United Nations, Division for So-
cial Policy and Development, 2000).

Within the United States, demo-
graphic changes are having wide-rang-
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ing social, political, and economic con-
sequences that bear on the health and
well-being of the individual. Although
older adults are healthier and more ac-
tive than previously anticipated, ad-
vancing years inevitably are accompa-
nied by disabilities, failing health, and
a variety of chronic diseases. The
health status of the elderly is often re-
garded as more of biomedical than be-
havioral interest. However, there is
growing recognition that behavioral
processes make important contribu-
tions to the changes that accompany
old age. Not only can behavioral tech-
niques be used to rehabilitate deficient
functioning, but the process of aging
itself is under behavioral control in that
several of the risk factors that are cor-
related with longevity (the acid test of
an individual's health status) have be-
havioral origins: smoking, insufficient
exercise, unhealthy diets, and failure to
comply with the requirements of med-
ical treatment (Rowe & Kahn, 1998).

Psychology as a whole has respond-
ed in numerous ways to the challenges
posed by an increasing population of
older adults. The American Psycholog-
ical Association has a separate division
devoted to the psychology of aging in
which questions of both applied and
basic interest are pursued. The organi-
zation also publishes a journal exclu-
sively devoted to research on aging
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(Psychology and Aging), and it exhorts
its clinical members to give special at-
tention to the needs of older adults. Fu-
eling this interest is increased federal
funding for research and social servic-
es; private-sector agencies (e.g., the
MacArthur Foundation) have become
involved as well.
By comparison with these efforts,

the behavior-analytic community ap-
pears to have lagged behind. One in-
dication is the frequency of articles on
aging that are published in the two
flagship journals of behavior analy-
sis-the Journal of the Experimental
Analysis of Behavior and the Journal
of Applied Behavior Analysis in
which interest in gerontological topics
has remained low over the years. It
also is difficult to find behavioral con-
tributions published in such specialized
aging journals as Psychology and Ag-
ing and the Journal of Gerontology:
Psychological Sciences. This is not to
say that behavior analysts have com-
pletely ignored aging. Beginning in the
1960s, various writers have pointed to
the potential value of behavioral inter-
ventions that can improve the well-be-
ing of older adults (Baer, 1973; M. M.
Baltes & Barton, 1977; Cautela, 1966;
Hoyer, 1973; Lindsley, 1964), and dis-
cussions along these lines have contin-
ued (Burgio & Burgio, 1986; Carsten-
sen, 1988; Perone, 1994; Skinner,
1983; Wisocki, 1991). Also, both the
Journal of Applied Behavior Analysis
in 1986 and Behavior Therapy in 1988
and 1997 have published special issues
on aging, and there are interest groups
on aging within the Association for
Behavior Analysis and the Association
for the Advancement of Behavior
Therapy. Nevertheless, involvement by
behavior analysts does not appear to
have kept pace with the efforts of tra-
ditional psychologists. This impression
is supported by recent reviews of the
behavioral literature (e.g., Adkins &
Mathews, 1999; Dupree & Schonfeld,
1998; Niederehe, 1997). Although note
is taken of the progress that has been
made, the articles stress that much
more remains to be done.

The largest disparity between tradi-
tional and behavior-analytic contribu-
tions to the study of aging is in the area
of basic research. There is an extensive
biological and psychological literature
that approaches aging as a fundamental
life process. Within experimental psy-
chology this approach compares per-
formances of older and younger adults
on laboratory tasks with the goal of ex-
amining such processes as memory, at-
tention, and psychomotor speed (see
Birren & Schaie, 2001; Kausler, 1991).
Such efforts reflect the view that the
central theoretical questions within
gerontology pertain to the influences of
an individual's developmental level on
performance (cf. P B. Baltes, Reese, &
Nesselroade, 1977; Kausler, 1991).
Specifically, researchers are concerned
with describing changes in behavior
with advancing years and determining
the sources of those changes. The two
potential sources are, of course, hered-
ity and environment, and there has
been considerable discussion of the po-
tential contribution of each. It seems
fair to say that conventional wisdom
views aging as the product of a dete-
riorating nervous system and down-
plays the influence of the environment
(Birren, 1974; Craik & Salthouse,
2000).

In contrast to these efforts within
traditional psychology, research on ag-
ing rarely appears in the Journal of the
Experimental Analysis ofBehavior (for
two exceptions, see Baron, Menich, &
Perone, 1983; Baron & Surdy, 1990).
Various reasons may be given for this
neglect of the developmental side of
aging. Perhaps the view has been too
quickly accepted that aging reflects in-
exorable biological processes that are
more or less immune to changes in the
environment. Alternatively, the prob-
lem may be that behavior analysis is
spread too thin, that the field lacks the
personnel needed to address any and
all questions of behavioral relevance.

In this article, we consider a differ-
ent possibility. The dearth of behavior-
analytic research on the variables that
control aging may reflect a conflict in-
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herent within the research traditions of
behavior analysis. Our goal in this ar-
ticle is to spell out the conflict and to
present strategies that minimize devia-
tions from the usual features of behav-
ior-analytic research designs. A num-
ber of the issues are fundamental to re-
search on development in general (in
this sense, our presentation is tutorial);
in our view, they warrant wider dis-
cussion by behavior analysts. Through-
out, our comments are predicated on
the view that aging is too important an
issue to be ignored.

Behavior-Analytic Research Methods
and the Study of Aging

Within behavior analysis, the steady-
state methods described by Sidman
(1960) serve as the framework within
which research is conducted. The fun-
damental features of the approach are
well known: (a) Influences of experi-
mentally manipulated variables are
evaluated as they are reflected in the
steady-state performances of individual
subjects; (b) relatively few individuals
are studied, but performances of each
are examined at length; and (c) each
individual's behavior is observed under
a range of controlled conditions, thus
establishing functional relations within
the same individual. This combination
of elements is well suited to meet the
primary goal of a scientific analysis: to
identify those aspects of the environ-
ment that control the specific perfor-
mances of a given individual. The be-
havior-analytic literature attests to the
power of this method in providing an-
swers to a range of basic and applied
research questions.

Special problems arise, however,
when the experimental methods of be-
havior analysis are directed toward the
study of aging. We have noted that by
history and tradition, the central theo-
retical questions within gerontology
concern the influences of an individu-
al's age on performance. But unlike
variables that are directly manipulated
by experimental researchers, such as
the magnitude of a reinforcer or the

concentration of a drug, levels of the
age variable cannot be imposed. If age
is to be studied at all, then a person's
age must be the one he or she brings
to the research setting. No doubt, the
same can be said about a host of other
so-called subject variables, such as a
person's gender, economic status, or
personality, which have been neglected
as well. In these and similar cases, re-
searchers must select subjects in terms
of the level in question (e.g., old or
young, male or female, rich or poor).

It is apparent that concern with sub-
ject variables such as age is at odds
with the research methods of the ex-
perimental analysis of behavior. The
emphasis on control within behavior-
analytic experiments places a premium
on the study of individuals who share
the same characteristics (e.g., all of the
rats in an experiment might be male
albinos of the same age). The proce-
dure of holding subject variables con-
stant has the distinct advantage of re-
ducing variation that might complicate
action of the experimental variables.
The accompanying disadvantage is that
the potential role of the subject vari-
ables is obscured. Thus, exclusive use
of older adults as research subjects (or
younger adults, for that matter) reveals
much more about the experimental var-
iables under study than about potential
influences of the subject's developmen-
tal level. To determine the contribution
of the individual's developmental level
to performance, we must compare his
or her performances to those of indi-
viduals who are at other levels (Baron
& Perone, 1998).

Notwithstanding behavior analysts'
reservations about defining indepen-
dent variables in terms of selection
rather than manipulation, subject vari-
ables are of considerable interest with-
in the broad range of behavioral and
social sciences. Traditional approaches
not only accept subject selection as a
legitimate alternative to manipulation
but also deviate from behavior-analytic
methods by focusing on group aver-
ages and inferential statistics rather
than individual performances and func-
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tional analyses. These different ap-
proaches to research have isolated be-
havior analysis from traditional psy-
chology and such disciplines as eco-
nomics, political science, and
education, ironically the areas that be-
havior analysts seek to inform and in-
fluence (Baron, Perone, & Galizio,
1991). Among other things, the differ-
ences in approach create barriers for
obtaining Federal funding and publish-
ing in nonbehavioral journals (Huite-
ma, 1986). If behavior analysts are to
make a wider contribution to an un-
derstanding of socially important is-
sues-we have singled out aging in
this regard-it seems essential that the
strictures of the behavior-analytic ap-
proach somehow be reconciled with
more conventional methods.
We might try to finesse obstacles to

the experimental manipulation of age
by stressing that age per se (i.e., the
number of years since an individual's
birth) is hardly the sort of event that
can control behavior. Instead, the key
factor is what has happened to the in-
dividual during the course of his or her
lifetime, and such events potentially
can be manipulated (Baer, 1973; Sid-
man, 1990). But as a practical matter,
both the complexity and the extended
time course of such influences stand in
the way of effective study. Within ger-
ontology, recognition that chronologi-
cal age is an imperfect way to charac-
terize developmental status has fur-
thered the view that a person's age is
better defined by the efficiency of his
or her physiological or behavioral pro-
cesses, a person's so-called "functional
age" (Kausler, 1982). Unfortunately,
efforts to classify people in terms of
their functional age have not pro-
gressed to the point at which there are
generally accepted standards of behav-
ioral efficiency. Moreover, differentia-
tion of individuals on the basis of func-
tional rather than chronological age
does not solve the problems involving
variables that can only be targeted by
selection.
To summarize, the conclusion seems

inescapable that a comprehensive anal-

ysis of the aging process requires more
than the study of the performances of
older adults. To determine the contri-
bution of an individual's age to perfor-
mance, the logic of the experimental
method requires that findings be eval-
uated against a developmental base-
line: performances of individuals at
other points along the age continuum.
We might consider using observations
of the same individual as the baseline,
but the slow progression of change
during the adult years is a major obsta-
cle. The alternative, seen frequently in
traditional research on aging, is to use
data from other subjects, most often
young college students. In other words,
the performances of the younger sub-
jects are taken to reveal how the older
adults might have behaved in their own
younger days.

Cross-Sectional and Longitudinal
Research Methods

Discussions of research methods
within gerontology are, with rare ex-
ception, conducted within a group-sta-
tistical framework, that is, research de-
signs in which groups of subjects are
compared and conclusions hinge ex-
clusively on the results of inferential
statistical tests (e.g., see Kausler, 1991;
Salthouse, 2000; Schaie, 1977). In this
section we review gerontological re-
search methods from the vantage point
of the behavior-analytic researcher. In
so doing, it is important to remember
the shared features of the group-statis-
tical and steady-state approaches.
Whatever their differences, the ulti-
mate goal is the same: to make valid
inferences about control by indepen-
dent variables (Baron & Perone, 1998).

Comparisons of different groups
constitute what is usually referred to as
between-groups designs. The distin-
guishing feature is that different sub-
jects are randomly assigned to the dif-
ferent groups, a tactic designed to in-
crease the likelihood that average lev-
els of uncontrolled background
variables will be similar. By compari-
son, random assignment of subjects is



HUMAN AGING 155

precluded with selected variables such
as age. Instead, data are collected from
age-differentiated groups, and the term
cross-sectional design is used. Al-
though performance differences seen
in cross-sectional studies may be attri-
buted to the age variable, they also
may reflect any of the countless other
ways that the groups differ. These other
influences, so-called cohort effects, re-
flect the different life experiences of
different generations. An individual's
particular age is correlated with a given
level of schooling, nutrition, health
care, and parenting style, in other
words, with all of the various ways in
which environments have changed
over the years. Obviously, cohort ef-
fects are a major complication when
cross-sectional methods are used to
study age-correlated changes in behav-
ior.

Researchers sometimes turn to more
sophisticated versions of cross-section-
al designs to cope with cohort effects.
Sequential designs, for instance, at-
tempt to assess the contribution of co-
hort effects by replicating between-
groups age comparisons in the future,
that is, with different cohorts. If results
are similar with two new cohorts of
younger and older individuals, then
confidence is increased that age, rather
than some variable correlated with age,
is the critical factor. Unfortunately, if
results are different, one is left in the
dark about the source of the difference.
Less ambitious in terms of time and
effort are cross-sectional procedures
that match cohorts in terms of poten-
tially confounding variables (e.g.,
health status), or procedures that statis-
tically adjust scores to compensate for
the confounding variables. However,
none of these strategies is completely
satisfactory, even from the standpoint
of the group-statistical researcher
(Kausler, 1991). For example, proce-
dures that match older and younger
subjects in terms of educational level
may reduce the representativeness of
the older sample for the population as
a whole.

Yet more fundamental interpretative

problems are highlighted by Schaie's
(1967) distinction between "age
changes" and "age differences."
Schaie pointed out that insofar as the
goal of the study of aging is a devel-
opmental one, cross-sectional compar-
isons cannot reveal such information
directly. Thus, cross-sectional compar-
isons provide information about differ-
ences between individuals of different
ages rather than descriptions of how a
given individual changes during the
course of his or her lifetime. Informa-
tion about behavior change demands
longitudinal designs, that is, proce-
dures in which the same individual is
repeatedly observed at different ages.
When cross-sectional designs are

used to reach conclusions about
change, they can yield artifactual re-
sults. Woodruff-Pak (1988) illustrated
this point with respect to children's
physical growth. When gauged in
terms of cross-sectional findings, in-
creases in height throughout childhood
follow a smooth, negatively accelerat-
ed pattern. By comparison, longitudi-
nal studies reveal growth spurts in in-
dividual children and other deviations
from the average trend. Because these
deviations occur at different ages for
different children, they are concealed
by the cross-sectional averages (aver-
aged longitudinal data create the same
problem). The possibility of these
types of individual differences is es-
pecially relevant to processes of adult
development insofar as different life
experiences over the years should
make older individuals more and more
diverse. As a consequence, central ten-
dency measures of group behavior will
become increasingly less representa-
tive of the individual members of the
group (Birren & Schaie, 2001).
The repeated observations that char-

acterize longitudinal designs may ap-
pear to be a straightforward way to ex-
amine age changes. However, even un-
der the best of circumstances the meth-
od is accompanied by its own set of
problems. For example, biases may be
introduced into the analysis because
some subjects' data are lost through at-
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trition, and repeated observations (e.g.,
practice effects) have independent in-
fluences on performance. The method
also cannot control for variables exter-
nal to the research that may accompa-
ny advancing age, such as changes in
the sociocultural climate. This last
drawback forms the basis of what has
been referred to as the time of mea-
surement problem, the possibility that
longitudinal changes are linked to the
particular point in time at which ob-
servations are made. This interpreta-
tive problem is sidestepped with cross-
sectional procedures because all of the
data are collected at the same point in
time.

Schaie (1977) expressed the dilem-
ma faced by the researcher. In cross-
sectional procedures, subjects of dif-
ferent ages are born at different times.
Although the time of measurement can
be held constant, age and cohort are
confounded. In longitudinal proce-
dures, all subjects are born at the same
time, but the cost is that age changes
and time of measurement are con-
founded. Thus, the developmental re-
searcher is presented with formidable
interpretative problems, regardless of
the procedure that is followed.

Longitudinal approaches, with their
assets and liabilities, have close links
to behavior-analytic research methods.
Steady-state approaches require that
the different levels of the experimental
variable be imposed at different times,
and in this sense steady-state methods
are intrinsically longitudinal. A key as-
pect of longitudinal methods is that the
individual's own performance, rather
than normative data obtained from oth-
ers, is the baseline against which de-
velopmental changes are assessed (Sid-
man, 1986, 1990). Within this frame-
work, the method provides a basis for
the introduction of variables that might
modify an individual's rate of devel-
opment. However, we should not over-
look some significant methodological
barriers. Variables that play critical
roles in determining an individual's
rate of development originate within
complex environments that are not eas-

ily brought under experimental control
(e.g., a child's home environment).
Equally important are the extended
time periods required for the variables
to have their effects.
From a practical standpoint, the lon-

gitudinal strategy is most useful for the
study of children because early devel-
opment is characterized by rapid
changes. For the infant, a span of a few
months can reveal major differences in
behavioral capability; the time span
needed to detect differences during lat-
er stages of child and adult develop-
ment increases progressively. No
doubt, the slow rate of change is one
reason why cross-sectional studies of
aging so often contrast college-age stu-
dents and retirement-age adults, a span
of 40 or more years. Perhaps it is not
surprising that longitudinal studies of
human development are infrequent and
most often directed toward the behav-
ior of children (for a behavior-analytic
example, see Hart & Risley, 1995).
Occasional efforts to conduct longitu-
dinal research across the life span have
been truly heroic episodes in the his-
tory of psychology (Terman's life-span
study of gifted children required sev-
eral generations of researchers to com-
plete; see Holahan, Sears, & Cronbach,
1995).
The considerations raised in this sec-

tion clarify why cross-sectional designs
have been, and undoubtedly will con-
tinue to be, the predominant method
for research on the aging process. Be-
havior analysts who are interested in
studying the long-term variables that
control the aging process appear to
have little choice but to rely heavily on
cross-sectional analyses as well. A
counterpart to this concession is that
behavior-analytic researchers not only
must incorporate a selected variable
into the research design but also must
contemplate adoption of inferential sta-
tistical procedures to establish the re-
liability of group differences as a func-
tion of age. The usual data-analytic
procedures of behavior analysis are
better suited to handle the reliability of
differences between steady states of



HUMAN AGING 157

Old ~~~Old *~ Od
09 0..0. 0.

Young "O Young " Young" -.0

Pretest Posttest Pretest Posttest Pretest Posttest

Figure 1. Hypothetical data depicting three possible effects of operant training on the reaction
times of younger and older adults.

the same individual than differences
between the aggregated behaviors of
groups of individuals (Baron & Perone,
1998).

Interactions

We noted that cross-sectional com-
parisons cannot conclusively establish
age as the variable that controls age
performance differences. Indeed, re-
search using this method is as much
correlational as experimental (hence
the label quasiexperiment). In this sec-
tion we will show that cross-sectional
comparisons can, nevertheless, provide
a foundation for research that minimiz-
es deviations from more traditional be-
havior-analytic methods. The essential
feature of the approach is the exami-
nation of interactions between age and
other variables that can be experimen-
tally manipulated (Kausler, 1991). In
so doing, two features of behavior-an-
alytic methods are retained without
modification: first, the focus remains
on the individual organism, and sec-
ond, observations under a given con-
dition are of sufficient duration to es-
tablish steady-state performances.

Identification of interactions requires
a factorial design, that is, a design that
incorporates the variables involved in
the potential interaction. For studies of
aging, the simplest case is a 2 x 2 de-
sign in which subjects of two ages
(Factor A) are studied under two levels
of some variable that is manipulated
within a subject (Factor B). To provide
a concrete example, Baron, Menich,
and Perone (1983) contrasted reaction
times of younger and older men (Al
and A2 in the 2 X 2 design) at two
points in the experiment: first, prior to

operant training (B 1) and then follow-
ing training with a procedure in which
reinforcement required rapid respond-
ing (B2). For both levels of the within-
subject variable (B), conditions were
terminated only when stable perfor-
mance had been observed.

Three possible outcomes of such an
experiment are displayed in Figure 1.
The data in the left panel show results
when age differences in reaction times
are not influenced differentially by
training. Although the younger sub-
jects are faster, both younger and older
subjects profit equally (Al-B1 = A2-
B2), that is, the functions for younger
and older subjects are parallel. In the
case shown in the middle panel, the
older subjects profit more than the
younger ones with the consequence
that the age difference is reduced (Al-
B 1 < A2-B2); that is, the functions
converge as a consequence of training.
Finally, the right panel shows the out-
come when the older subjects profit
less from training so that the age dif-
ference increases (Al-B 1 > A2-B2);
that is, the functions diverge.

In actuality, Baron et al. (1983) ob-
tained results that were consistent with
the pattern shown in the middle panel,
thus showing that reinforced practice
can reduce age differences. Findings of
this sort are of general interest for an
understanding of aging. They not only
point to a way of remediating speed-
related deficits in older adults but also
support theoretical interpretations of
age deficits in terms of disuse. At least
part of the reason why older adults per-
form poorly in laboratory experiments
is that they are out of practice (Baron
& Cerella, 1993).
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Figure 2. Hypothetical data depicting the ef-
fects of operant training on the reaction times of
individual younger and older adults.

Designs that combine selected and
manipulated variables are referred to as
mixed designs. Their use by behavior-
analytic researchers also calls for mix-
ing different procedures for establish-
ing the reliability of differences. Al-
though inferential statistics may be
needed to evaluate the between-groups
variable (age), steady-state compan-
sons can be used to establish differenc-
es in the manipulated within-subject
variable (reinforced practice). The lat-
ter effect is amenable to the usual
graphic analyses. The problematic is-
sue pertains to assessing the third term
in the analysis, the interaction between
the selected and manipulated variable
(age X practice). One approach is to
employ conventional statistical analy-
ses (e.g., analysis of variance), which,
with their strengths and weaknesses,
routinely assess not only the main ef-
fects of variables but also their inter-
actions. However, when a within-sub-
ject manipulated variable is investigated
with steady-state procedures, the re-
searcher need not abandon behavior-an-
alytic procedures that can reveal chang-
es in performance at the level of the
individual subject.
To illustrate how one might proceed,

the results in the middle panel of Fig-
ure 1 have been expanded in Figure 2
to display performances of 8 individ-
uals, 4 younger and 4 older (to simpli-
fy the presentation, hypothetical data
are used). Consistent with the averages
for the groups, the individual functions

in Figure 2 all have negative slopes,
thus showing that the reductions in re-
action times generally were replicated
across the 8 subjects. These steady-
state data also can be used to assess the
reliability of the age X practice inter-
action. In this regard, it can be seen
that the slopes for the 4 older subjects
are consistently steeper than those for
the 4 younger subjects.
The statistically inclined reader

might question the general finding that
reaction times decreased with practice.
How can we be sure that the changes
are reliable? One answer, when steady-
state methods have been used, is that
the changes in steady states for a par-
ticular subject establish the change as
reliable for that individual, at least. In
addition, this and similar questions can
be answered in terms of individual per-
formances by substituting simple prob-
ability tests for the complexities of
analysis of variance. Thus, the odds of
observing the same pattern in eight of
eight independent events, that is, in all
8 subjects, are less than 1 in 200, and
the odds that slopes for the 4 older sub-
jects will be consistently steeper than
for the 4 younger ones (the age X prac-
tice interaction) are less than 3 in 100
(p = .028; Mann-Whitney U test). We
emphasize that for the present data, at
least, these various effects are self-ev-
ident, and statistical evaluations seem
to be an unnecessary complication.
A feature of the functions in Figure

2 is that despite the older individuals'
greater degree of improvement, they
generally were slower; there is a main
effect of age. As we noted earlier, age
differences can be correlated with any
one of a number of differences that ex-
ist between cohorts. The potential im-
pact of such differences was reduced
in the Baron et al. (1983) study by
matching the older and younger sub-
jects, insofar as possible, for such ob-
vious factors as health status and edu-
cational level (the older adults were au-
diting classes at the university). Also,
we hoped that the repeated observa-
tions needed to observe steady-state
behavior would counteract possible
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age differences in performance anxiety
and familiarity with laboratory proce-
dures. Insofar as one can be reasonably
confident that these and all other po-
tential cohort differences were re-
moved from the picture, any residual
difference points to age per se (more
specifically, age-correlated biological
changes) as the source of the control-
ling variable (Kausler, 1991). Results
that show continued age differences
despite matched groups support the
conventional wisdom that even
healthy, active older adults are not im-
mune to behavioral deficits because of
the inevitable physiological changes
that accompany aging (Birren, 1974;
Salthouse, 2000). The methods of be-
havior analysis provide a powerful tool
for testing the limits of such interpre-
tations.

To summarize, mixed designs and
the analysis of interactions between
age and experimentally manipulated
variables represent a point of conver-
gence between behavior-analytic and
cross-sectional designs. In his exposi-
tion of the "experimental psychology
of aging," Kausler (1991) emphasized
that the task of the psychologist of ag-
ing is not only to identify age per se
as the source of age differences (vs. co-
hort differences, for example) but also
to identify those variables that are re-
sponsible for declines in perfor-
mance-what he called age-sensitive
variables. Put in more behavioral
terms, an individual's age might be
considered an establishing operation
that modulates the effects of reinforced
practice.
An interpretation of age as an estab-

lishing operation falls within the
framework provided by Kollins, New-
land, and Critchfield (1997) in their
discussion of human sensitivity to re-
inforcement. To improve control, they
proposed that manipulations of rein-
forcement variables be conducted with-
in the context of information about
subject characteristics. For example,
when money is used as a reinforcer,
subject-to-subject variability might be
reduced by screening subjects in terms

of their financial circumstances. By
comparison, the approach we advocate
treats the establishing operation of the
subject's age as a variable in its own
right, one that can be examined in
terms of its interaction with the manip-
ulated variables of the behavioral ex-
periment.

Conclusion

Although behavior analysts have
committed themselves to the develop-
ment of a complete science of human
behavior, research has favored those is-
sues that are amenable to study by ma-
nipulating relevant variables. If behav-
ior analysis is to join the search for the
sources of age-related changes-and
we believe it should-then behavior-
analytic research must also incorporate
variables that can only be approached
by selection, such as the subject's age.
In our presentation, we have proposed
ways in which this might be accom-
plished while many of the techniques
that are the hallmark of behavior-ana-
lytic research methods are preserved.
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