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State Notation for Teaching About
Behavioral Procedures
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Complex operant procedures are not easy to describe unambiguously and several abstract notation
systems have been developed for such description. Although they have not been generally adopted,
such systems could be especially valuable to the teacher and student of behavior analysis, func-
tioning like other figures and graphs as visual aids to ordinary verbal description. One of these
systems, state notation, is described in some detail, and examples are provided of its use in teaching
about behavior analysis.
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Behavior analysis is primarily con-
cerned with the effects of various en-
vironmental events (the independent
variable) on the frequency, magnitude,
latency, duration, and so forth, of dif-
ferent forms of behavior (the depen-
dent variable). Respondent condition-
ing procedures usually consist of the
occurrence of stimuli according to a
prearranged temporal plan, with the or-
ganism's behavior having no effect on
the procedure. Because such proce-
dures consist of sequences of indepen-
dent events, they can usually be de-
scribed with a corresponding sequence
of words or with simple diagrams that
require no special training to under-
stand.

Operant procedures, however, typi-
cally involve one or more response
contingencies in which an environmen-
tal change is dependent upon some as-
pect of the organism's behavior. The
independent variable cannot be de-
scribed simply as a sequence of envi-
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ronmental changes taking place in
time. This would not be a problem for
students if there were only a few such
procedures to be learned, but an im-
portant area of knowledge expansion is
the discovery, investigation, and use of
increasingly complex contingency re-
lations in research and application.
And even simple schedules of rein-
forcement are often described errone-
ously. For example, fixed-interval (FI)
30-s reinforcement is often referred to
as providing reinforcement every 30 s
(erroneously omitting the response re-
quirement), requiring the organism to
wait for 30 s (erroneously implying the
necessity of not responding prior to the
end of the 30-s period, and unclear
about whether a response is required or
not for reinforcement), providing rein-
forcement 30 s after the response (er-
roneously overlooking the immediate
reinforcement in a fixed-interval pro-
cedure), and providing reinforcement for
30 s (complete confusion). Erroneous
descriptions are even more likely when
they are the correct descriptions of oth-
er commonly studied procedures, as
with the first three examples above
(fixed-time [FT] reinforcement, differ-
ential reinforcement of other behavior
[DRO] or differential reinforcement of
low-rate [DRL] behavior, and delayed
reinforcement).
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Skinner (1957) identified an impor-
tant aspect of scientific verbal behavior
as follows:

To dispose of irrelevant controlling relations [the
scientific community] sets up new forms of re-
sponse as arbitrary replacements for the lay vo-
cabulary-not only the special vocabulary of
science but graphs, models, tables, and other
ways of "representing nature." . . . Representing
an equation on Cartesian co-ordinates, construct-
ing a three-dimensional model of a complex
molecule, and setting a pointer on a dial are all
verbal responses supplying scientific "readers"
with "texts" which often correspond with their
relevant stimuli in one or more dimensional sys-
tems. (p. 419)

Teaching about complex behavioral
procedures would clearly be facilitated
by something analogous to a graph or
model or diagram that uses a two-di-
mensional system that corresponds
with the relevant controlling variables.
Several efforts have been made to de-
velop such diagrams, and we will de-
scribe three of those systems in this pa-
per. The state notation of Snapper,
Kadden, and Inglis (1982) will then be
presented in some detail, and in the
process we will show how that system
can be used to facilitate the teaching of
complex contingency relations.

THREE APPROACHES TO
DIAGRAMMING
REINFORCEMENT

SCHEDULES'

Skinner's Cumulative Record
Diagrams

In 1958 Skinner described a system
for diagramming some of the schedules
defined in Ferster and Skinner (1957)
using a graphic display based on the
design of a cumulative record. The var-
ious schedule requirements are repre-
sented by lines of differing slopes, with
a few special symbols used to depict
such conditions as variable contingen-
cies and time-out. Seven diagrams of
this type are shown in Figure 1. Al-

The reader more interested in learning about
the use of diagramming in teaching may skip to
the section entitled State Notation for Instruc-
tional Purposes.

though the Skinner diagrams provide a
picture of the general relation between
behavior and consequence, they do not
provide an unambigous representation
of the details of a procedure. For ex-
ample, there is no indication of how
the different components of the multi-
ple schedule shown in the figure are
programmed. They could alternate,
changing after each reinforcement;
they could each be present for a fixed
or variable period of time; they could
alternate after a fixed or variable num-
ber of reinforcements on each; and so
on. As far as we know, little use has
been made of this system by others, al-
though it seems to be useful for con-
trasting the basic schedules, and at the
same time familiarizing students with
the cumulative record.

The Mechner Notation System

Mechner (1959) proposed a notation
system designed to represent the tem-
poral and response relationships in
most operant procedures and contin-
gencies. The five basic symbols of the
Mechner notation system are:

R - "If R occurs then... ." Note
that R never means that R has
occurred, only the condition that
ifR occurs, it will produce a cer-
tain consequence.

T "At the end of time T...." T
can be shown as a specific time,
such as 30 s.

S The onset of a stimulus condi-
tion, which then prevails until
replaced by another stimulus
condition. (Note that the basic
symbols of the system do not
permit an arrow ever to lead
away from a stimulus. In Mech-
ner notation there is no occur-
rence of the traditional S -* R
notation indicating that a stimu-
lus causes a response. The same
is true of state notation de-
scribed later.)
A bracket to indicate that the
conditions listed vertically with-
in the bracket start simulta-
neously.
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5 min
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CHAIN FI 2FR 20 MIXED FR 20 FI 2' MULTIPLE FR 20 FI 2'
Figure 1. Skinner's schedule diagrams: The requirements can be understood by noting where the
organism has to drive the cumulative record to be reinforced.

4> A vertical terminating arrow,
which prevents the consequence
of any horizontal arrow it cuts.

When a diagram shows more than one
type of response, stimulus, or time in-
terval, subscripts can be used to distin-
guish them. Various symbols can be
imported and used as adjectives (e.g.,
N for the number of responses, vN for
a variable number, + and - signs to
show whether a stimulus is reinforcing
or aversive, vT for a variable-time in-
terval, XR* to show that the produced
event has a probability of less than
one, logical union or intersection sym-
bols (n or U) to show that either or
both Rs are required, and others.

Figure 2 shows Mechner diagrams
of the Fl schedule and four of the time-
based procedures discussed earlier that
are often confused with it. They are ar-
ranged vertically as a way of empha-
sizing key similarities and differences.

With a surprisingly small set of sym-
bols, Mechner's system can represent
the essential features of most complex
contingencies or schedules; the com-
ponents of the diagrams correspond
with the relevant controlling relations
in a two-dimensional system, much as
in an electrical circuit diagram. Such
diagrams, like graphs showing quanti-
tative relations, control the viewer's

behavior with respect to the relevant
components much more effectively
than an ordinary verbal description.

Although he advocated the use of
such a notation system in teaching,
Mechner's main audience was the com-
munity of researchers and scholars in
the experimental analysis of behavior.
He suggested that a notation system
would not only facilitate communica-
tion among such scholars, but could
serve

as a catalyst for the development of theory in
providing a framework within which existing
knowledge could be systematized. ... By pre-
senting a set of intricate interrelations in a con-
cise and schematic form, a diagrammatic or
symbolic notation can often lay bare the essen-
tial structural features of these interrelations,
thereby facilitating their analysis. (Mechner,
1959, p. 133)

One of us (Michael) began to use the
Mechner notation system at Arizona
State University around 1961 in both
undergraduate and graduate courses. In
1963 a program for teaching Mechner
notation was privately distributed by V.
Mechner. In the same year a laboratory
manual (Michael, 1963) for an intro-
ductory behavior analysis course was
published that used Mechner notation
to describe the experiments.

In spite of obvious advantages, the
Mechner notation system has not been
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A.FI 30" (fixed interval 30"). 3r"4
430to PR* R SR

B. FT 30" (fixed time 30"). 3"
30" SR

C. DRO 30" (differential
reinforcement of other 3"
behavior, or more accurately _
non R> 30")

D. DRL 30" (differential
3

reinforcement of low rate, or 30""O SR
more accurately, IRT > 30", 3
or interresponse time greater R
than 30"

E. 30" Delayed Reinforcement R rJ

Figure2Mhrirofv30-stimpR
Figure 2. Mechner diagrams of five procedures involving a 30-s time period.

widely adopted within the behavior
analysis community. An article on the
contingency as an independent variable
in social relations (Weingarten &
Mechner, 1966) made extensive use of
the notation system, and a form of it
was also used in the first edition of
Millenson's Principles of Behavior
Analysis (1967). An application of the
Mechner notation was made by Ma-
whinney in a paper presented at the
1991 meeting of the Association for
Behavior Analysis, and it is used
throughout the recently published text
on behavior analysis by Pierce and
Epling (1995). The editors of the Jour-

nal of the Experimental Analysis ofBe-
havior and experimenters who publish
in that journal have shown little inter-
est in it, and few Mechner diagrams
have appeared in print. It is used by a
few college teachers in the U.S., Can-
ada, and Brazil.

The State Notation of
Snapper and His Colleagues

A notation system somewhat like
Mechner's and a computer program for
behavioral experiments were described
in a paper presented at a meeting of the
Digital Equipment Computer Users So-
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ciety in 1967 (Snapper, Kadden,
Knapp, & Kushner) and at the annual
convention of the American Psycho-
logical Association (Snapper, Knapp,
& Kushner, 1967). The notation was
also mentioned in Kushner, Knapp and
Snapper's (1967) report on the con-
struction of a special-purpose computer
that could program most reinforcement
schedules. In a research paper pub-
lished in the Journal of the Experimen-
tal Analysis ofBehavior in 1969, Snap-
per, Ramsay, and Schoenfeld used their
notation system to describe the proce-
dure.

In the first extensive written descrip-
tion of state notation (Snapper, Knapp,
& Kushner, 1970), the notational lan-
guage is described as

based upon the theory of finite automata (Mealy,
1955; Moore, 1956), a generalized mathematical
model of sequential systems of which reinforce-
ment schedules are one example. The major ad-
vantage of the model is that the structure of its
notational language has received rigorous math-
ematical treatment, resulting in a fully devel-
oped language capable of consistently and com-
pletely describing the infrastructure of schedules
of reinforcement. (p. 259)

As Mechner (1959) had done with his
system, Snapper et al. showed that
theirs could be used to characterize a
wide variety of different behavioral
procedures. Mechner had further sug-
gested that a good notational system
could "implement the discovery of
formal parallels between behavioral
procedures, and generally suggest
schemes for their classification" (p.
133). Snapper et al. provided an im-
pressive demonstration of this possibil-
ity by presenting state diagrams of 12
common procedures and a generalized
diagram representing each of these
schedules by specification of various
parameters.

In 1971 Snapper and Kadden con-
tributed a chapter to a book on the use
of digital computers in the behavioral
laboratory, in which they described a
time-sharing computer usage based on
their state notation system. Finally, in
1982 Snapper et al. published a de-
tailed treatment of state notation for

use with the SKED® and SUPER
SKED® software for programming be-
havioral experiments on a Digital
Equipment Corporation (DEC) mini-
computer.
The programming language of Snap-

per et al. (SKEDO, SUPER SKED®,
and SKED 11') for DEC minicomput-
ers and a modification of it for IBM
microcomputers (and clones) are wide-
ly used by behavioral researchers, but
most of these researchers do not use
the state notation system itself. When
Snapper and his colleagues developed
state notation and the associated com-
puter language, they saw the prepara-
tion of an accurate state diagram as an
important first step. (Such first steps
are currently referred to as pseudocode
and often play an important role in the
early stages of computer program de-
velopment.) The state diagram would
then be converted to a listing of the
instructions to the computer (called a
state table), which when keyed into the
computer functions as the actual in-
structions for managing the experiment
and recording the resulting data. But
researchers can also go directly to the
preparation of the state table, especial-
ly if they are already familiar with the
use of a programming language like
FORTRAN, and would not have to
bother learning how to diagram their
procedures in state notation. This is ap-
parently what most researchers did and
now do.

Like the Mechner system, state no-
tation seems to have obvious advantag-
es over verbal descriptions for the re-
searcher and theory developer, but we
believe its main value is for teaching
about behavior analysis. Until now,
however, little such usage has oc-
curred. Several reasons can be sug-
gested. The various descriptions of
state notation have not been available
in ordinary journal sources; the most
extensive published treatment (Snapper
et al., 1982) was aimed at the use of a
microcomputer in basic research and
contained too much programming de-
tail to maintain the interest of the or-
dinary reader. Probably the major de-
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terrents, however, are that the teacher
would have to learn state notation for
the special purpose of incorporating it
into an instructional system, and then
students would presumably have to
spend a moderate amount of time
learning the notation system before
they could use it in learning about be-
havioral procedures. For many teach-
ing situations, the use that would be
made of the notation might not seem
to justify the time teachers and students
would have to invest. A further diffi-
culty was that such diagrams could not
be produced on a typewriter or word
processor and had to be drawn and
then added to a manuscript as figures.

Fortunately, none of these deterrents
are really relevant to the current use of
state notation in teaching. Most of the
complexities that make the 1982 paper
difficult can be omitted if state notation
is to be used solely as an aid to ordi-
nary instruction. For use in an intro-
ductory behavior analysis course, the
state diagrams can be considered sim-
ilar to other types of figures or graphs.
The student is not expected to make
such figures, but only to react to them
as a supplement to ordinary verbal ma-
terial being presented in lecture or in a
text. The interpretive skill necessary
for this type of passive use can be ac-
quired without much deliberate instruc-
tion, simply by the instructor's gradual
introduction of such material in his or
her lecture or written presentations.
Examples of this type of instructional
activity will be given in the next sec-
tion. Of course, the instructor has to
have more than a passive knowledge of
state notation, but a manual (Michael,
1988) describing a simplified version is
available for reference, as is a pro-
grammed text (Shafer, 1988) that
teaches how to draw state diagrams as
well as read them, and takes no more
than 5 hr to complete.2 And if it is im-

2 The manual and the program of instruction
are available from Jack Michael, Psychology
Department, Western Michigan University, Kal-
amazoo, MI 49008. The price for each will be
approximately $3.00 plus shipping. Both are

portant for students to actually diagram
complex procedures on their own, they
can quickly acquire the necessary skill
from the same manual and instruction-
al program. As for producing the dia-
grams, they can now be easily prepared
on a computer, as were the figures for
this paper, with any object-oriented
drawing program, such as Canvas® for
the Macintosh or Visiog for Windows.

STATE NOTATION FOR
INSTRUCTIONAL PURPOSES

State notation has been used in a ju-
nior level course in behavior analysis
at Western Michigan University (Psy-
chology 360, Concepts and Principles
of Behavior Analysis) for the last 7
years. It is used to describe basic be-
havioral procedures during lectures,
and in supplementary written material
prepared by the instructor. It is also
used to explain the procedures used by
the students in the laboratory part of
the course. State notation has also been
used in graduate courses, where it
plays the same role as in the under-
graduate course; in addition, the stu-
dents prepare state diagrams of the ex-
perimental procedures they are reading
about in the Journal of the Experimen-
tal Analysis of Behavior. In what fol-
lows we will briefly describe the ele-
ments of state notation as we have used
it in teaching, and then illustrate this
use by describing and diagramming
two respondent and several operant
procedures.

Basic Elements of State Notation

A state-a static condition of the en-
vironment, defined in terms of the way
it can be changed and the nature of the
possible changes-is represented by a
small circle with a number inside it. A
set of states connected by transition
lines (arrows) is called a state set.
There are four kinds of input vari-

currently being revised, so the exact price (based
on the number of pages) is not currently avail-
able. Requests may also be made by E-mail
(jack.michaelC@wmich.edu).
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ables,3 or events responsible for chang-
ing the environment: (a) START for
beginning a procedure; (b) T for time;
(c) R for a response contingency (R
never appears except with a transition
or reentry arrow); and (d) Z for an ab-
stract input (described later). There are
five ways that the environment can
change, called output variables: (a)
state transitions; (b) state reentries
(both transitions and reentries are sym-
bolized with arrows); (c) the onset and
offset of stimuli (ON S, and OFF S), a
special case of which is the onset and
offset of reinforcement (ON SR and
OFF SR)4; (d) Z for an abstract output
(which functions as an abstract input in
another place in the state diagram, as
will be described later); and (e) STOP,
an output that terminates a session or
inactivates all state sets. Sometimes a
transition is conditional, in which case
the transition arrow goes into a deci-
sion diamond, with the nature of the
conditionality (WITH P = n and IF)
shown in the diamond (described lat-
er). The symbols for input events are
placed on a transition arrow and sepa-
rated from output symbols by a colon.
In looking at the state diagrams shown
below, it is very important to realize
and to keep in mind that the arrows
leading into a circle are not inputs to
that state; the inputs to a state are the
symbols to the left of the colon on an
arrow leading away from that state.

Respondent Procedures

Figure 3 shows a state diagram for
a short-delay respondent conditioning
procedure. In most respondent proce-

3The terms input and output come from the
use of a computer as a process control system,
and unfortunately their everyday meanings are
not very helpful in the present context.
4The occurrence of such symbols as SR, CS,

and US, which imply behavioral effects, is ac-
tually inappropriate for a notation that represents
only the environment. When presenting behav-
ioral procedures in an introductory context,
however, the identification of a stimulus change
in terms of the function intended by the exper-
imenter or behavior-change agent seems to make
for ease of understanding.

1": OFF S1; OFF S2

START 10: ONSI 22:OS

Figure 3. A short-delay respondent condition-
ing procedure.

dures5 the only input variables are
START and time passage, symbolized
by T or by an actual time value as in
Figure 3. START is an experimenter-
produced input that starts a session or
a procedure. It shows what state is in
effect when a procedure begins, and is
important when some particular stim-
ulus is turned on at the beginning of a
procedure or when multiple state sets
must be synchronized. It can generally
be omitted if the diagrammer's purpose
is to describe the essential features of
a repetitive procedure that would be
the same irrespective of where it start-
ed. Two of the five output events are
shown in Figure 3, state transitions
(symbolized with arrows leading from
a state to another state) and stimulus
onsets and offsets (ON S and OFF S).
When a change from one state to an-
other occurs, the change is assumed to
be instantaneous; when a state is en-
tered, any timing or counting devices
associated with that state are assumed
to be reset to their starting value. A
transition arrow must always have a
symbol for an input variable on it. It is
itself an output and must be caused by
an input of some sort (START, R, T, or
Z).

Only one state in a state set can be
in effect at the same time, and once a
procedure is running, one is always in
effect. In State 1 of the procedure
shown in Figure 3, a 30-s timer begins
timing as soon as the state is entered.
The timing out of this timer is the input
to State 1, and causes two outputs, a

5 State diagrams are not much of an improve-
ment over ordinary ways of describing respon-
dent procedures, but they are easy to diagram,
and are sometimes a part of a procedure with
both respondent and operant components, such
as the conditioned emotional response described
near the end of the paper.
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1": OFF US

v30': ONCS20 CtoONU
1 2 tOFce 6doOcure4

Figure 4. A trace conditioning procedure.

transition to State 2 and the onset of
SI (Stimulus 1). (To avoid confusion,
the word state is not abbreviated as S,
but rather is spelled out as above; S1,
S2, etc., refer to stimulus conditions,
not states.) The nature of SI could be
indicated in accompanying text (S1 =
500 Hz tone), or if no confusion will
result S1 can be replaced by a brief de-
scription such as "tone" or "CS"
(conditioned stimulus).
When State 2 is entered a 2-s timer

begins, and its timing out causes a
transition to State 3 and the onset of
S2. In this case S2 would be an uncon-
ditioned stimulus of some sort, such as
a squirt of meat powder into a dog's
mouth, and S2 could be replaced by
"meat powder" or "US" (uncondi-
tioned stimulus). When a stimulus is
turned on, it stays on until it is turned
off. Thus S2 is turned on when State 3
is entered, and S1, which was turned
on earlier in the procedure, is still on.
When State 3 is entered a 1-s timer be-
gins, and its timing out causes a tran-
sition (back) to State 1 and the offset
of both S1 and S2.

Note that input variables appear to
the left of a colon and outputs to the
right of a colon. When there are two
or more outputs in addition to the tran-
sition, the outputs are separated by a
semicolon (as shown in Figure 3 with
respect to State 3). Also note that al-
though the response to the uncondi-
tioned and the conditioned stimulus is
a very important aspect of any concep-
tualization of respondent conditioning,
no symbol for responses appears any-
where on the state diagram. Said an-
other way, the organism's responding
ordinarily has no effect on the execu-
tion of a respondent conditioning pro-
cedure, which is a fundamental con-

trast with operant procedures that in-
volve a response contingency (R plus
a transition or reentry) of some sort.
The trace conditioning procedure

shown in Figure 4 illustrates how the
actual stimulus condition during a giv-
en state can be determined by keeping
track of stimulus onsets and offsets.
Study the diagram and try to determine
what stimuli are on during each state.6
Some users of state notation try to
make the diagrams easier to understand
by writing stimulus conditions inside
the circles, but this ultimately causes
more confusion than it eliminates. Also
illustrated in Figure 4 is the use of the
lower case v to indicate a variable time
period as input to State 1. The notation
v30" in the figure refers to a set of time
periods with an average value of 30 s.

Operant Procedures

Simple schedules of reinforcement.
Now let us consider a third input vari-
able, the response contingency. (T and
START were the other two input vari-
ables considered so far.) When the en-
vironment can be changed in some sig-
nificant way by the organism's behav-
ior, this is indicated by an R on the
relevant transition arrow. Different
types of responses are indicated as RI,
R2, and so forth. When more than one
response of a given type is necessary
to change the environment, the number
requirement appears to the left of the
R symbol, thus 50R, or abstractly nR.
At this point, it is important to reassert
that state notation only describes the
independent variable-the environ-
ment and how and when it changes. R

6 State 1, no stimuli are on; State 2, CS is on;
State 3, no stimuli are on; State 4, US is on.
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(A) 3": OFF SR (B) 3: OFF SR

R: ON SR 50R: ON SR

Figure 5. (A) CRF (continuous reinforcement); (B) FR 50.

does not indicate that a response oc-
curs, but only what will happen if a
response occurs. R is a way of indi-
cating a response contingency, not the
occurrence of a response. Said another
way, in state notation R is a symbol for
an independent rather than a dependent
variable.

Response contingencies often in-
volve a reinforcement operation, of
which there are two main types: mak-
ing something available to the organ-
ism for a fixed period of time (as with
a typical pigeon grain feeder) and de-
livering something into the organism's
presence and leaving it there (as with
a rat pellet feeder). Common examples
for humans are showing a cartoon or
playing music for a fixed period of
time and delivering a token or incre-
menting a counter showing the mone-
tary units that will be provided later.
Notation for the first kind of reinforce-
ment is straightforward, and for the
second kind a reasonable convention is
to show the duration of the reinforce-
ment operation as a very short period,
for example 0.03 s, implying only the
time necessary to operate a delivery
mechanism.

Figure 5 shows a continuous rein-
forcement (CRF) and a fixed-ratio (FR)
50 procedure. Assume a pigeon as ex-
perimental subject, a key peck as the
relevant response, and 3-s exposure to

grain as reinforcement (a grain con-
tainer rises up where the pigeon can
peck in it, stays in that position for 3
s, then goes back down where it is in-
accessible). The input 5OR should be
read "when the 50th response occurs a
transition is made to State 2 and SR is
turned on." For variable ratio a lower
case v is inserted before the number
requirement, thus v5OR, which refers
to a set of number requirements with
the average being 50.
A discrimination training procedure

is shown as Figure 6A, and a closely
related two-response chain is shown as
Figure 6B; both are patterned after
common student laboratory exercises.
In the first procedure, after a variable
time period with an average duration
of 30 s, a light is turned on, and in the
presence of the light a response pro-
duces reinforcement, which in this case
is a pellet dropped into the feeder cup
in the animal's chamber (as indicated
by the 0.03-s duration of State 3). In
the second procedure, a chain pull
turns on the light, and in the presence
of the light a lever press causes the pel-
let to be delivered.
As discussed in connection with the

Mechner notation system, a number of
procedures involving temporal rela-
tions are commonly confused with
each other, but become quite distin-
guishable when represented in notation

(A) .03": OFF Light;OFFSR (B) .03": OFF Light;OFF SR

30:O Light R: ON SR R:O Liht R2: ON SR

R = lever press Rl = chain pull R2 = lever press

Figure 6. (A) A simple discrimination training procedure; (B) a two-response chain.
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3": OFF SR
A. Fl 30" (fixed interval 30").

30" ~R: ON SR

3": OFF SR
B. FT 30" (fixed time 30").

3": OFF SR
C. DRO 30" (differential reinforcement

of other behavior, or more accurately, 30": ON SR
non R>30".12

3": OFF SR
D. DRL 30" (differential reinforcement

of low rate, or more accurately, SRIRT > 30", or interresponse time 12greater than 30")
R \

3"@: OFF SE. 30" Delayed Reinforcement
3

I

R ~~30": ONSR
1 2 3

Figure 7. State diagrams of five procedures involving a 30-s time period.

form. Figure 7 shows the same five
procedures involving temporal rela-
tions that were shown in Mechner no-
tation in Figure 2. The procedures are
arranged vertically as a way of empha-
sizing key similarities and differences.
An instructor can make a number of
useful points about behavioral contin-
gencies by referring to such a set of
diagrams. Fixed-time (FT) reinforce-
ment (Figure 7B) is included in this set
of procedures because beginning stu-
dents often erroneously describe it
when asked for a description of fixed-
interval reinforcement (Figure 7A). A
close comparison of the two state dia-
grams may decrease the frequency of
this type of error. Fixed time is also the

procedure used by Skinner (1948) to
demonstrate "superstition" in the pi-
geon, a topic often discussed in intro-
ductory behavior analysis courses.
The DRO and DRL procedures (Fig-

ures 7C and 7D) illustrate another of
the five output variables, state reentry
or reset. (The other two considered so
far are the state transition and ON or
OFF S.) In both procedures there are
two inputs to State 1, R (response) and
T (in this case 30 s), and whichever
occurs first causes its transition and
outputs. Because timers and counters
associated with a state are set to zero
when the state is entered or reentered,
the effect of R in State 1 is to reset the
30-s timer. State 1 in both procedures
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lasts until 30 s passes with no response,
at which time reinforcement is provid-
ed in DRO and response-contingent re-
inforcement becomes available in
DRL. A comparison of FT 30 s (Figure
7B) with DRO 30 s (Figure 7C) makes
it clear that the latter is essentially FT
reinforcement so long as the relevant
response does not occur. DRO is a way
to use reinforcement to decrease the
frequency of the relevant response, and
is a behavior-change procedure often
used in applied work. DRO is often
confused with DRL, but the diagrams
make the difference quite clear. Simi-
larly, a comparison of Fl 30 s (Figure
7A) with DRL 30 s (Figure 7D) shows
that they are the same so long as the
relevant response does not occur in
State 1 of the DRL procedure. Two in-
structive analogies regarding these
temporal schedules can be made while
referring to the state diagrams: FT is to
DRO as Fl is to DRL, and FT is to Fl
as DRO is to DRL. It seems to sharpen
students' understanding of these con-
tingencies when they have to work out
the bases for the analogies, and the
state diagrams help in this process.
When referring to these temporal

contingencies, students have a fairly
strong tendency to say that "the organ-
ism has to wait 30 s for reinforce-
ment." Delayed reinforcement (Figure
7D) is included in this set of proce-
dures to add one more possible inter-
pretation of this type of statement and
thus emphasize the fact that everyday
language about behavior is not gener-
ally precise enough for technical or sci-
entific description of behavior. Stu-
dents can be asked which of the five
procedures in Figure 7 is the true
meaning of "has to wait 30 s for re-
inforcement," and there will be no
general agreement.
Compound schedules. Four com-

pound schedules of reinforcement are
shown in Figure 8. They are arranged
vertically so as to facilitate compari-
sons, and the mixed and multiple
schedules alternate after reinforcement
so as to be more similar to the tandem
and chained schedules. (Some of the

outputs are stacked so that the diagram
will fit on a single page.) Again there
are two useful analogies for the student
to work over while looking at the dia-
grams: tandem is to mixed as chain is
to multiple, and tandem is to chain as
mixed is to multiple.

Escape and avoidance. State dia-
grams are also useful in teaching about
escape and avoidance contingencies.
Figure 9 shows two escape procedures,
the common one without an SD, and es-
cape with an SD. This latter procedure
(Figure 9B) is a thought experiment,
not an actual laboratory procedure, but
is shown to clarify the status of the
shock with respect to the escape re-
sponse. In distinguishing between mo-
tivative and discriminative variables, it
is important not to conceptualize the
shock in an escape procedure as an SD
for the escape response (Michael,
1993). Escape with an SD provides a
true SD situation with which to contrast
the ordinary escape procedure, in
which the shock should be considered
to be an establishing operation rather
than an SD. Students' understanding of
this issue can be aided by pointing out
the similarity of escape without an SD
(Figure 9A) to the CRF procedure of
Figure 5A. In both cases the only con-
trolling variable is the relevant estab-
lishing operation (food deprivation as-
sumed in Figure 5A and shock in Fig-
ure 9A). The role of the light in a basic
discrimination procedure (Figure 6A)
and the tone in the escape procedure
with an SD (Figure 9B) can then be
contrasted with that of food depriva-
tion and shock in the other two pro-
cedures.
The difference between discrimina-

tive avoidance/escape (Figure IOA)
and nondiscriminative avoidance (Fig-
ure lOB) can be easily seen with state
diagrams, where there is clearly no
stimulus in the diagram of Figure lOB
analogous to the tone in Figure IOA.
State diagrams can also be used to ad-
dress the problem of defining avoid-
ance extinction. If the extinction pro-
cedure consists in response occurrence
without reinforcement, and if the rein-
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A. TANDEM FI 30" FR5O 3": OFF SR

STAR 1 30" 2 50R: ON SR

B. CHAIN FI 30" FR50 3": OFF SR; ON Si
ONSI
START 30 R: OFF Sl; ON S2 )50R: OF 52; ON SR

C. MIXED FI 30" FR5O 3": OFFSR

START 1 o3"f R: ON SR 3" SFR 5R N5

D. MULTIPLE FI 30" FR0 3": OFF SR; ON S1

ONS1 OFFS1 ONS2 0FF52
START: 30"1 R: ON SR; 3": OFF SR; 50R: ON SR;

Figure 8. Tandem FI 30 s FR 50, chain FI 30 s FR 50, mixed Fl 30 s FR 50, and multiple Fl 30
s FR 50.

forcement of the avoidance response is
the termination of the warning stimu-
lus, then true extinction of avoidance
consists in changing the procedure
shown in Figure lOA into the one
shown in Figure lOC, abolishing the
transition back to State 1 that was pro-
duced by R.7 The shock then occurs as
usual at the end of the 5-s tone period.

7 It may seem to be excessive concern for ter-
minological precision to insist on defining op-
erant extinction as occurrence of the response
without its reinforcement, but to use the same
term for quite different weakening procedures is
ultimately a source of confusion. Although the
weakening effect may seem similar, there is
clearly a procedural difference of some signifi-
cance between not producing a consequence and
continuing to produce it but with its reinforcing
effectiveness steadily decreasing.

It seems to be a misuse of terminology
to refer to eliminating the shock output
from State 2 and making a transition
back to State 1 at the end of the 5-s
tone period (as shown in Figure IOD)
as extinguishing the avoidance re-
sponse, although that procedure will
also lead to a weakening of the avoid-
ance response. One can also weaken
the avoidance response by allowing R
to terminate the tone but giving the
shock as usual when the 5-s period
ends, whether or not the tone was ter-
minated. (This can only be dia-
grammed with parallel state sets, and
is not shown in the figures.) It is often
said that avoidance behavior extin-
guishes very slowly, but what is usu-
ally referred to is not true extinction,
as described above, but rather weak-
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A. Shock escape with no SD B. Shock escape with an SD
R: OFF Shock R: OFF Shock; OFF Tone

v2 _ _ 0)ON Shock --,-v20": ON Shock v5": ON Tone

Figure 9. (a) Ordinary shock escape; (B) escape with an SD.

ening the avoidance response by no
longer providing the shock. Davenport
and Olson (1968) showed that true ex-
tinction led to a quick and orderly de-
crease in the frequency of the avoid-
ance response.
Random ratio and random interval.

Four important features of state nota-
tion have not yet been described: the Z

input and Z output, and the two types
of decision function, WITH P = n, and
IF The WITH P = n function is sim-
pler than the others, and can be illus-
trated by describing two very common
laboratory procedures in human and
nonhuman research, the random-inter-
val (RI) and random-ratio (RR) sched-
ules shown in Figure 11. WITH P = n

R: OFF Shock; OFF Tone
A. Discriminative avoidance-

escape.
1 30": ON Tone 25": ONShock

R: OFF Tone

B. Nondiscriminative .3": OFF Shock 20": ON Shock
avoidance with SS
(shock-shock) interval 5", 5": ON Shock
RS (response-shock) 1 2 3
interval 20" (also called R R
Sidman avoidance, or R
avoidance without a warning signal)

R: OFF Shock; OFF Tone
C. True extinction of an

avoidance response: The
response no longer turns off 30": ON Tone 2 5"ONShock 3
the tone, and the shock 1
occurs at the end of the 5"
waming period.

D. The procedure that is often 5": OFF Tone
called extinction of the
avoidance response, and 30": ON Tone 2
that is responsible for the 1
notion that avoidance
extinguishes very slowly. R: OFF Tone

Figure 10. Avoidance procedures.
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3": OFF SR

A RR N (random ratio N, where
N =1/n. For RR 50, n =.02) 1R TTEN:ONSR 2

-n

ELSE

3": OFF SR
B. RI T (random interval T,

where T = t/n) RI 30" t B

would result from t = 1" 1 lO WIH E 2RO
and n = 1/30; or t = 2" -n
and n = 1/15, and so on. ELSE

Figure 11. (A) Random-ratio reinforcement; (B) random-interval reinforcement.

appears inside the decision diamond,
and n is typically replaced by an actual
probability value; thus, WITH P = .2,
which means that on an average of 2
times out of 10 the transition arrow
leaving the diamond with THEN writ-
ten on it will prevail, but on an average
of 8 times out of 10 (P = 1 - n) the
transition arrow with ELSE written on
it will prevail. Which transition occurs
on any particular occurrence of the rel-
evant input variable is usually deter-
mined by some sort of electronic ran-
domizing device analogous to spinning
a roulette wheel.

With random ratio (Figure 11 A)
each response produces a transition
into the decision diamond, and whether
THEN or ELSE prevails is determined
by the probability value programmed
by the researcher and by chance. As
with all transitions, the transition
through the decision function is con-
sidered to be instantaneous. RR 50 is
like VR 50 with one important differ-
ence; with VR 50 the way it is usually
programmed, the actual and the pro-
grammed probability values will be ex-
actly equal for every complete cycle
through the set of number requirements
that are being used, but with RR 50 the
actual probability may vary consider-
ably from the programmed value in the
same way that the proportion of heads
resulting from tossing a coin may vary
considerably from .5. Like a gambler,

the organism can have a run of bad
luck or good luck, either of which
could have a strong effect on the on-
going behavior.
The random-interval procedure (Fig-

ure 1 iB) involves a timing as well as
a probability device. The t input to
State 1 produces a transition through
the decision diamond to State 2, but
only on a probabilistic basis. The av-
erage temporal value upon which re-
inforcement for a response depends, T,
is a combination of the values of t and
P. For example, if t is 1 s and P is
1/30, a transition to State 2 will occur
on the average every 30 s, as would
also occur if t is 2 s and P is 1/15. The
behavioral effects of RI schedules with
the same T but with different t and P
values will by no means be the same.
Note that if t is 30 s and P is 1, the
schedule is simply Fl 30 s; if t is 15 s
and P is .5, the schedule will be a sort
of mixed Fl 15 s Fl 30 s Fl 45 s and
so forth, with the frequency of the Fl
values in the mix declining as the time
interval becomes larger. Random inter-
val has the same relation to variable
interval that random ratio does to vari-
able ratio, namely that the actual and
programmed average interval may
vary considerably, simply as a function
of chance.

Parallel state sets. The procedures
described so far can all be represented
by a single state set, but some require
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STATE SET A (SSA) 3" OFF SR
A. CER (conditioned

emotional response, or
conditioned suppression v2' R: ON SR
procedure).

STATE SET B (SSB) .02": OFF Shock

1 v':ONTOxe 2 ON Shock; OFF Tone 3

B. FI 30" SSA SSB 3": OFF SR
by the

3

clock.
Z R:ONSR

Figue1.To poceur 1 2 3
Figure 12. Two procedures requiring parallel state sets.

parallel state sets, which are either
completely independent or interact
with each other. Figure 12A shows a
conditioned emotional response (CER)
procedure similar to that of Estes and
Skinner (1941) which consists of two
independent state sets. Lever pressing
is maintained by a VI 2-min schedule
of water reinforcement. Independently,
on a VT 3-min schedule, a tone is
turned on for 1 min and at the end of
the minute a brief shock is adminis-
tered through the floor grid. The result
of this type of procedure is that the rat
presses steadily until the tone comes
on, then stops or slows down consid-
erably until the shock, then starts
pressing again. The two state sets are
completely independent, in that lever
pressing has no effect on the onset of
the tone or the shock; the availability
of food for a lever press is not related
in any way to the state that is in effect
in the tone-shock state set.
When state sets are not independent,

there are two means of interaction; Z
pulse outputs in one state set function
as inputs in another state set; and tran-
sitions in one state set depend on the
state that is in effect in another state
set, the IF decision function. Interact-
ing state sets are necessary for describ-

ing many complex procedures, but are
sometimes required in what seem in-
tuitively to be quite simple ones. The
use of Z pulses will be illustrated with
a schedule that is closely related to the
familiar fixed-interval reinforcement,
Fl by the clock.

In Fl 30 s by the clock (Figure 12B),
State Set A has only one state, in
which a Z pulse is produced as an out-
put every 30 s irrespective of the or-
ganism's behavior. In State Set B, a Z
pulse (the one produced in State Set A)
functions as an input to State 1 in caus-
ing a transition to State 2, where the
next response causes delivery of a 3 s
exposure to reinforcement. (In the par-
ticular procedure shown, Z pulses pro-
duced in State Set A after the transition
to State 2 has occurred in State Set B
have no effect, i.e., they do not set up
additional reinforcement opportunities;
sometimes in FT by the clock such ad-
ditional opportunities are stored and
the organism may then be reinforced
more than once in a brief period.) Per-
formance on Fl by the clock is ulti-
mately very similar to that on an or-
dinary Fl schedule of reinforcement,
but with Fl by the clock the timing in-
terval is not affected by the organism's
behavior, whereas with ordinary Fl the
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A. A tranlsitive CEO STATE SET A 5": OFF Tone
(conditioned
establishing
operation). START 1: ON Tone

STATE SET B
3": OFF SR

OFF Light
START vi': ONLight R2 THEN: ON SR;

RI = treadle press | SE
R2 = key peck

3": OFF SR

OFF Tone
Vi': ON Light 2 Ri: ON Tone R2: ONSv5R;

Ri = treadle press R2 = key peck

B. An operant chain only in effect in a particular stimulus
condition.

Figure 13. (A) A transitive CEO requiring parallel state sets and the IF function; (B) an operant
chain in effect only in a particular stimulus condition.

timer stops when reinforcement is set
up (when State 2 is entered). Such a
subtle distinction may be of little sig-
nificance in this particular case, but
distinctions like this are easily over-
looked when ordinary verbal descrip-
tions are relied on, and are easily iden-
tified when state notation is used.
To illustrate the IF decision function,

which is the other way that parallel sets
interact, a procedure referred to by Mi-
chael (1993) as a transitive conditioned
establishing operation (CEO) will be
described (see Figure 13A). This is a
procedure that has been used to define
a form of learned motivative variable
or conditioned establishing operation.
In State Set A a treadle press (a pigeon
is the subject) will turn on a tone that
stays on for 5 s and then goes off. This
contingency is unaffected by any
events in State Set B, where on a vari-
able-time basis a light comes on, and
when it is on, IF the tone in State Set

A is on, THEN a key peck will be re-
inforced. Although the treadle press
will provide 5 s of tone at any time,
the tone is an occasion for successful
key pecking only when the light is on.
The conceptual significance of the pro-
cedure concerns the role of the light
onset in evoking the treadle press. In
the simpler chain shown as Figure
13B, the treadle press will not turn on
the tone unless the light is on, and once
the tone is on, the key peck will be
reinforced. The light is clearly an SD
for the treadle press, in that treadle
pressing can achieve its (conditioned)
reinforcement, the tone onset, only in
the presence of the light. In the CEO
procedure, however, the treadle press
can produce the tone at any time, but
the tone is effective as (conditioned)
reinforcement only in the presence of
the light. It is then argued that the light
onset evokes the treadle press, not as
an SD but rather as an establishing op-



STATE NOTATION FOR TEACHING 139

eration, an operation that makes the
tone valuable as a form of conditioned
reinforcement, not a condition in the
presence of which the tone is differ-
entially available (Michael, 1993). A
careful study of the state diagrams re-
veals the differences between the two
procedures. The EO status of the light
in the procedure shown in Figure 13A
may still be contested, but at least not
because it is misconstrued as the pro-
cedure of Figure 13B.

CONCLUSIONS

We have described and illustrated
with relatively simple examples the
main features of state notation. For in-
troductory coverage, state diagrams are
very effective supplements to verbal
descriptions. We have also found them
to be useful in examinations, where
questions about procedures and con-
cepts are made less ambiguous by an
accompanying state diagram, or where
the student modifies a diagram in such
a way as to demonstrate understanding
of a procedure or concept. The real
power of state notation, however, can
be seen when state diagrams are used
to teach more complex procedures
such as concurrent chains, matching to
sample, observing responses, and pro-
cedures that are unique to particular
experiments. State notation is also
valuable in the less formal but critical-
ly important instruction that occurs
when helping individual students with
projects, theses, dissertations, and so
forth.
Our description of state notation has

most often been in the context of clar-
ifying and distinguishing among labo-
ratory procedures related to basic prin-
ciples of behavior. But it would be a
mistake to conclude that the value of
accurate representation of environmen-
tal details is limited to this context.
Such details are also important deter-
miners of everyday human behavior,
and of the kind of behavior that is the
subject matter of applied behavior
analysis.

It is likely that the main value of

state notation at present is to the teach-
ers and students of behavior analysis.
It is a highly consistent and powerful
device for unambiguously representing
simple and complex behavioral proce-
dures, and it is easily learned. Even
though state notation is not currently
used in communications among re-
searchers and theoreticians, we believe
that it would facilitate their research
and theory and make their work more
accessible to teachers and students.
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