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Bridging the Schism Between Behavioral and
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A major schism in modem scientific psychology has occurred between behavior analysts and cognitive
psychologists. The two groups speak in different languages, but the languages can be translated so that
they are mutually understandable; when either language is translated into the other, similarities emerge
from seeming differences. We draw an analogy between the basic units of behavior analysis (the operant
and the establishing operation) and cognitive psychology (the production). We argue that both units
describe behavior as a function of motivative and discriminative antecedents. In addition, the two
perspectives account in analogous ways for ongoing changes in motivation and for control by verbal
statements. Adherents of the two perspectives have experimentally analyzed some of the same problems
and fashioned similar solutions for applied problems. We conclude that many of the commonly cited
differences between the two perspectives are the result of misunderstanding, and that the real differences
need not preclude communication and collaboration. The schism can be bridged.
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A major schism in modem scientific
psychology has occurred between behav-
ior analysis and cognitive psychology.
Each of these two approaches began by
rejecting the other's modes of explana-
tion, and then developed in relative iso-
lation from alternative views. Behavior
analysis began by rejecting mentalistic
and stimulus-response (S-R) explana-
tions of behavior. Concepts of the op-
erant, discriminative stimulus, establish-
ing operations, and reinforcement were
developed relatively independently of
other approaches to psychology. Simi-
larly, cognitive psychology began by ex-
plicitly rejecting S-R and behavior-ana-
lytic formulations. Concepts such as the
production, context statements, goal set-
ting, and mental representation were de-
veloped independently ofbehavior anal-
ysis.

Behavior analysts criticize cognitivists
for mentalism-in other words, for being
cognitive. Cognitive psychologists criti-
cize behavior analysts for explaining be-
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havior only at the level of observation-
in other words, for being behavioral.
These arguments over fundamental per-
spectives have obscured the large areas
of similarities that are shared by the two
approaches. In spite of the mutual iso-
lation and antipathy of cognitive psy-
chology and behavior analysis, the two
have developed languages that describe
the same relations. Meaningful transla-
tion, useful communication, and collab-
oration are possible.

Scholars from the two perspectives
have invented similar concepts to de-
scribe behavior. We will argue that both
approaches (a) use basic units that de-
scribe behavior in relation to its moti-
vative and discriminative antecedents,
(b) see complex behavior as the combi-
nation ofthese basic units, (c) use similar
mechanisms to deal with ongoing changes
in motivation, and (d) have developed
concepts to account for the control ofbe-
havior by verbal statements and the dis-
tinction between verbal control and con-
trol that arises directly from interactions
with the environment. In this paper, we
attempt to build a bridge of translation
across the schism that separates behav-
ioral and cognitive psychologies. We draw
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TABLE 1

Analogical mapping of productions and discriminated operants

Discriminated operant Production Shared function

Discriminative stimulus IF context Increase likelihood of action or re-
sponse due to history with simi-
lar stimulus situations

Effective reinforcer IF goal Increase likelihood of action or re-
sponse due to history with par-
ticular consequences

Establishing operation THEN goal Moment-to-moment changes in
motivation

Response THEN action Solve problem or change subse-
quent conditions

an analogy between the basic units ofbe-
havior developed by behavior-analytic
and cognitive psychologists, describe ar-
eas of contact between the two, and dis-
cuss their real and supposed differences.

Cognitive psychology, like behavioral
psychology, has many different variants.
In this paper, we compare behavior anal-
ysis, a specific variant ofbehavioral psy-
chology associated with the work of B.
F. Skinner, to information processing
production system analysis (Anderson,
1983; Card, Moran, & Newell, 1983;
Klahr & Carver, 1988; Newell & Simon,
1972; Singley & Anderson, 1989), a
school of cognitive psychology. Similar
comparisons could be made with other
schools of cognitive psychology, such as
situated cognition (Resnick, Levine, &
Teasley, 1991), social learning theory
(Bandura, 1971, 1986), cognitive devel-
opment (Belmont & Butterfield, 1977;
Bjorklund, 1991; Butterfield & Nelson,
1989; Butterfield, Siladi, & Belmont,
1980; Pressley, Borkowski, & O'Sullivan,
1985), and metacognition (Butterfield,
Albertson, & Johnston, in press; Nelson
& Narens, 1990, in press), and we believe
the results would be the same.

BASIC UNITS OF BEHAVIOR:
DISCRIMINATED OPERANTS

AND PRODUCTIONS
General Description ofthe Analogy
Both approaches to psychology are an-

alytic in the sense that they attempt to

understand complex patterns of human
behavior in terms of the interacting op-
eration of simpler units of analysis. Each
has developed a single conceptual unit to
account for both overt and covert be-
havior. Each describes behavior as a
function of changing motivational con-
ditions and stimuli that have gained new
behavioral functions as a result of a his-
tory of interaction.
The discriminated operant and the es-

tablishing operation are the basic units
of behavior analysis (Michael, 1982,
1993; Skinner, 1938); the production is
the basic unit of one school of cognitive
psychology (Anderson, 1983). Discrim-
inated operants describe behavior as a
function of discriminative stimuli and
motivative variables (Michael, 1982,
1993; Skinner, 1938). For instance, my
reaching for a pencil on my desk would
be described as a function ofthe discrim-
inative stimulus of seeing the pencil and
the motivational variables that account
for the current reinforcing function of a
pencil. Establishing operations account
for moment-to-moment changes in mo-
tivation (Michael, 1982, 1993). At one
moment, a pencil had no reinforcing
function, but when I detected an error in
the manuscript that I was reading, a pen-
cil became reinforcing. This change in
function is described as an establishing
operation. Like discriminated operants,
productions describe behavior and its an-
tecedents. Productions are written in IF-
THEN form: IF certain conditions exist,
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TABLE 2

Operant and production analyses of making instant coffee

Operants (0) and establishing
Event operations (EO) Productions (P)

Request for coffee EO: request for coffee IF goal is to be polite and some-
one asks for coffee

New R+: cup of coffee THEN set goal to make coffee
Open jar of instant coffee Current R+: cup of coffee IF goal is to make coffee and you

SD: jar of instant coffee have a jar of instant coffee
RESP: open the jar THEN open the jar

Jar open, no spoon EO: open jar and cup of coffee IF goal is to make coffee and you
as R+ have open jar

New R+: spoon THEN set goal to get a spoon
Request spoon Current R+: spoon IF goal is to get a spoon and a

SD: person near spoon person is near a spoon
RESP: ask for spoon THEN ask for spoon

Scoop coffee with spoon Current R+: cup of coffee IF goal is to make coffee and you
SD: open jar and spoon have an open jar and spoon
RESP: scoops coffee into cup THEN scoop coffee into cup

THEN certain actions will occur. Ante-
cedent conditions include contexts and
goals. Actions include overt and covert
behavior as well as the action of modi-
fying a goal (Anderson, 1983). For in-
stance, IF I detect an error in a manu-
script, THEN I set a goal to obtain a
pencil; IF I have a goal of obtaining a
pencil and I see a pencil, THEN I reach
for it. The parts of a production corre-
spond to the parts of the analogous unit
of behavior analysis.
Table 1 shows the parts of discrimi-

nated operants and productions, and the
function that is common to the two. We
propose that a discriminative stimulus is
analogous to an IF-context statement:
Each describes stimuli that increase the
likelihood ofa particular type ofresponse
because of a history with similar situa-
tions. Stimuli that are currently effective
as reinforcers are analogous to IF-goal
statements: Each describes motivational
variables that increase the likelihood of
a particular response. Establishing op-
erations and THEN-goal statements are
analogous, in that both describe mo-
ment-to-moment changes in motivation.
Finally, responses are analogous to
THEN-action statements: Each describes

what the organism does overtly or co-
vertly.

Example: Preparing Instant Coffee
In order to clarify the similarity of dis-

criminated operants and productions, let
us examine a sequence of behavior and
analyze it into basic units of each type.
Suppose a guest asks me for a cup of cof-
fee. (In order to simplify the example, I'll
make instant.) I happen to have a pot of
hot water, a jar of instant coffee, and a
cup. I open the jar, look for a spoon, and
see that it is on the other side ofthe kitch-
en. I ask the guest to give me the spoon
that is next to her. I use the spoon to put
the instant coffee into the cup, and pro-
ceed with the sequence.

Table 2 shows this sequence broken
down into a series of establishing oper-
ations and operants; it also shows the
same sequence analyzed into produc-
tions. First, there is a request for a cup
of coffee. In the operant analysis, the re-
quest is an establishing operation that
makes a cup of coffee currently effective
as a reinforcer. In the production anal-
ysis, the request fulfills the condition side
of a production. The action of this pro-
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duction is to set a goal to make a cup of
coffee. Second, I open the jar of instant
coffee. This can be described as an op-
erant controlled by the presence of a jar
of instant coffee and the current effec-
tiveness ofa cup ofcoffee as a reinforcer.
Opening the jar can also be described as
a production that is contingent on the
conditions of the presence of a jar of in-
stant coffee and a goal to make a cup of
coffee. Third, I need a spoon. The open
jar, together with the reinforcing effec-
tiveness of coffee, serves as an establish-
ing operation that makes possession of a
spoon reinforcing. Alternatively, the goal
of making a cup of coffee and the open
jar are described as the conditions of a
production that sets a goal of acquiring
a spoon. Fourth, I ask my guest to hand
me a spoon. This is an operant motivated
by the current effectiveness ofa spoon as
a reinforcer and is discriminative upon
the presence of a person near the spoon.
It is also a production: Ifyou have a goal
to acquire a spoon and there is a person
near a spoon, then ask that person for the
spoon. Finally, spoon in hand, I scoop
instant coffee into the cup. As an operant,
this depends on the reinforcing effective-
ness of a cup of coffee and the presence
of an open jar and the spoon. As a pro-
duction, it is the result of fulfilling the
conditions ofhaving a goal to make a cup
of coffee and the situation of having an
open jar and a spoon.
The preceding example clarifies anal-

ogous elements ofbehavior-analytic and
cognitive production systems by bringing
the two to bear on a single sequence of
behavior. This highlights the fact that the
match between behavior analysis and
cognitive psychology is most apparent
when they are analyzing the same behav-
ior-and they do sometimes analyze the
same thing. If we had exemplified be-
havior analysis with a task from basic
research on pigeons and exemplified cog-
nitive analysis with the task ofcomputer
programming, the similarities would have
been less obvious. Moreover, a behavior
analysis of pigeons' behavior would ap-
pear trivial to cognitive psychologists,
whereas the cognitive analyses of com-
puter programming would appear ab-

surdly complex and premature to behav-
ior analysts.

Discriminative Stimuli and
Context Statements

Discriminative stimuli and IF-context
statements describe stimuli that increase
the likelihood ofa particular response as
a result ofa history with respect to similar
stimuli. In both systems, these stimuli
may be publicly observable or observable
only by the subject. Discriminative stim-
uli gain their function as a result of a
history ofreinforcement. The stimuli de-
scribed by a context statement in a pro-
duction gain their function through a his-
tory ofpractice and feedback. Organisms
learn to make a given response in some
situations and not in others. This learn-
ing is often imperfect, and each system
explains both correct and incorrect re-
sponses. Neither discriminative stimuli
nor context statements are assumed to
describe the stimuli that are most closely
correlated with reinforcement; rather,
they are stimuli that control responding.

Learners frequently respond in the ab-
sence of critical stimuli and fail to re-
spond in their presence. A behavior an-
alyst would describe this as imperfect
stimulus control. Catania (1984) elabo-
rates:
We must recognize two classes of stimuli: one is
the class correlated with a reinforcement contin-
gency; the other is the class in the presence ofwhich
responding occurs. Our interest is not in either class
alone, but rather in the correspondence between
them. (p. 130)

A cognitive psychologist would refer to
three sets of stimuli (Gick & Holyoak,
1987). Represented (or salient) stimuli are
those that actually control responding.
These correspond to discriminative
stimuli -the class in the presence ofwhich
responding occurs. Structural stimuli are
those that are most closely correlated with
reinforcement. These describe objective
features ofthe environment that have an
objective relation to consequences-the
class of stimuli correlated with a rein-
forcement contingency. Surface features
are stimuli that may control responding
but are not differentially correlated with
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reinforcement. Control by surface fea-
tures is systematically weakened or elim-
inated in the process of discrimination
training. When learners' represented
stimuli correspond exactly with structur-
al stimuli, they reach their goal most fre-
quently; that is, when they are under per-
fect stimulus control, they achieve the
highest possible level of reinforcement.
When learners represent some but not all
of the structural stimuli or represent sur-
face stimuli, they fail to respond when a
response would have been correct, or re-
spond when a response is incorrect.
Consider the following production:

IF a goal is to have all nail heads flush with the
wall

and you have a hammer
and a nail is protruding,

THEN hammer the nail.

This could also be described in the fol-
lowing behavior-analytic terms:

Having all nail heads flush with the wall is currently
effective as a reinforcer.

The hammering response is under multiple stim-
ulus control of (at least) a hammer and a pro-
truding nail.

Both of these accounts are incomplete
because it is unclear what objects func-
tion as a "hammer" for the subject.
Would the subject respond with ham-
mering if a claw hammer (or an electric
drill or a rock) were present? For behav-
ior analysts, this is a question ofstimulus
control. The discriminative stimulus in-
cludes all the stimuli that occasion ham-
mering because of a particular reinforce-
ment history. For cognitive psychologists,
this is a question of representation. The
context statement is fulfilled by all ob-
jects represented as hammers. Objects are
represented as hammers because of the
subject's history with those objects. In
both analyses, the importance of objects
is not based directly on their physical
characteristics, but on how they affect the
subject -as behavior analysts would say,
their functional characteristics. The sub-
ject's history with similar objects deter-
mines the effect of (i.e., his or her rep-
resentation of) a particular object. For
behavior analysts, the discriminative
stimulus is an objective feature of the

(internal or external) environment. How-
ever, the environmental features that
function as discriminative stimuli are not
defined in physical terms. They are de-
fined functionally as a class of stimuli
that affect a subject in a particular way
(Skinner, 1935). The discriminative
stimulus for grabbing and hammering (in
the above example) is not defined ac-
cording to the length of a handle or cur-
vature of a claw, but rather by the sub-
ject's tendency to bang things with it. As
a subject learns, different objective stim-
ulus features come to control a particular
response. The boundaries ofthe discrim-
inative stimuli change. Hammering with
a drill may be extinguished, and thus the
boundaries of the discriminative stimuli
for hammering are redefined. In behavior
analysis, the effect of this history is sum-
marized in terms of the stimulus features
that functionally control responding by
that individual. In production systems,
the effect of history is summarized in
terms of what stimulus features are rep-
resented by (become functional for) the
individual.
Both systems recognize and account for

the effects of history on the individual.
In the behavior-analytic system, this his-
tory is located in the discriminative stim-
ulus. In the cognitive system, it is located
in the subject's representation. Thus, by
reading "discriminative stimulus" for
"learner's mental representation," be-
havior analysts can make sense out of a
statement by Gick and Holyoak (1987)
that "a fundamental determinant of
transfer is the similarity of the learner's
mental representations ofthe training and
transfer tasks" (p. 30). Read this way,
Gick and Holyoak's cognitive statement
poses no difficulties for many behavior
analysts.

Cognitive psychologist Earl Hunt rec-
ognized the similarity between discrim-
inative stimuli and representations when
he read Skinner's (1966) "An Operant
Analysis of Problem Solving":
Problem solvers are always responding to some-
thing. What they are responding to, though, are not
physical characteristics ofan external problem. They
are responding to their internal representations of
that problem. The words "internal representation"
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are . . . jargon of cognitive science rather than op-
erant conditioning. The idea, however, is clearly
stated in Skinner's (1966) paper, when he speaks of
"discriminative stimuli." (E. Hunt, 1988, p. 250)

Goals, Goal Setting,
Current Reinforcers, and
Establishing Operations

Behavior is contingent not only on
stimulus conditions but also on moti-
vation. A sated pigeon will not peck, and
an unmotivated computer programmer
will not debug. In behavior analysis, mo-
tivation is described in terms of the var-
ious stimuli that are currently effective
as reinforcers (Michael, 1982, 1993). If
grain is not currently reinforcing, then
responses that have functioned only to
produce grain are not particularly likely.
In production analysis, motivation is de-
scribed in terms of goals. If obtaining
grain is not a current goal, then actions
for which grain is a goal are not partic-
ularly likely. Skinner (1966) commented,
"to speak of the purpose ofan act is sim-
ply to refer to its characteristic conse-
quence" (p. 245). How can an observer
know what goals a subject has? The same
way one can know what stimuli are cur-
rently reinforcing. Test it functionally:
Present stimuli in the presence of which
a particular response has in the past led
to the goal in question and observe the
response. If I want to know whether a
computer programmer is currently rein-
forcable by elimination of bugs, I would
present a program with a bug in it and
see whether the programmer debugs. If I
want to know whether a pigeon has set a
goal to obtain grain, I would present a
green key and see whether it pecks.
Various events, stimuli, and processes

change the motivating quality of stimuli.
Michael (1982, 1993) has described such
events and stimuli as establishing oper-
ations. Establishing operations describe
changes in the function ofstimuli as con-
tingent on other stimuli and events. One
function of an establishing operation is
to evoke responses that have led to the
stimulus that was established. This
matches closely with the goal-setting
function ofproductions. Productions may
result in actions, or they may set new

goals. Productions describe the setting of
goals as contingent upon other stimuli
and events. An establishing operation
changes the set of stimuli that currently
function as reinforcement, and goal set-
ting changes the set of stimuli that cur-
rently function as goals. For example, in
the coffee-making example above, the re-
quest for a cup of coffee could be de-
scribed as an establishing operation that
increased the likelihood ofresponses that
have historically produced coffee. In pro-
duction terms, the request caused me to
set a goal to make coffee. This new goal
increased the likelihood of actions that
follow from a goal of making coffee.
Both behavior analysts and cognitive

psychologists have noted that responses
tend to be specific to the motivational
control under which they were estab-
lished and that when this is not taken into
account, students may not produce de-
sired responses in "real-world" situa-
tions. Gick and Holyoak (1987) note that
"failures to apply knowledge learned in
school to practical problems encountered
in everyday life may largely reflect the
fact that material taught in school is often
disconnected from any clear goal" (p. 31).
Stokes and Baer (1977) described the
strategy ofintroducing the student to nat-
ural maintaining contingencies in order
to promote generalization. In this strat-
egy, one transfers "behavioral control
from the teacher-experimenter to stable,
natural contingencies that can be trusted
to operate in the environment to which
the subject will return, or already occu-
pies" (p. 353). Responses are often taught
with artificial discriminative stimuli and
with consequences such as teacher re-
quests to perform an activity and teacher
praise for performing it correctly. But if
the response is to be generalized to nat-
ural settings, it must be evoked by estab-
lishing operations and discriminative
stimuli that will be available in that set-
ting.

Actions and Responses

Discriminated operants and produc-
tions both describe subjects' actions that
are likely to occur under particular an-
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tecedent conditions. Actions and re-
sponses can be either overt or covert.
Neither analysis makes a distinction
based on the public accessibility of the
response. Both approaches assume that
overt and covert responses operate in the
same way, and that neither is to be ig-
nored or to be given special status.

DIFFERENCES BETWEEN
BEHAVIORAL AND

COGNITIVE ANALYSES
Behavior analysis is differentiated from

cognitive psychology along many dimen-
sions. We believe the core difference is
that behavior analysts' explanations are
cast in behavioral language and cognitiv-
ists' explanations are cast in mentalistic
language. Several other differences re-
volve around this core. The explanatory
languages that distinguish the two are
combined with many preferences and
traditions that are not necessary to the
integrity ofeither approach, but do foster
the impression that the two approaches
are more different than they are. These
correlated differences include preferences
for different types of experimental tasks
and tendency toward functional versus
structural questions.

Complexity of Tasks and Questions
ofFunction and Structure

Cognitive psychologists have tended to
devote their attention to investigation of
relatively complex repertoires such as
programming computers and playing
chess. In contrast, behavior analysts have
tended to investigate relatively simple
repertoires. Of course, there is no reason
in principle that either approach is lim-
ited to particular experimental tasks.
Nonetheless, the differences in favored
experimental tasks do inhibit commu-
nications. Later in this paper we describe
tasks that have been analyzed by both
cognitive and behavior analysts to show
that inhibited communication is not es-
sential.

Cognitivists have tended to ask struc-
tural questions, and behavior analysts
have tended to ask functional questions
(Catania, 1973, 1984). Structural ques-

tions consider the relations between el-
ements of a repertoire, and functional
questions consider the relations between
elements ofa repertoire and the environ-
ment. But, as Catania (1973, 1984) has
argued, the two are intimately connected;
"they complement each other, and our
analysis of behavior will be deficient if
we ignore either" (p. 125). Structural and
functional questions in psychology are
analogous to anatomy and physiology.
The first asks about the nature of and
relations among parts; the latter asks
about the relations between parts and
their environment. The shape of a bone
is an aspect of structure. The effect of a
bone's shape (e.g., allowing the beast to
run fast) is a function. The structure of a
bone is a result of evolutionary selection
based on its functions. And the reason
that an organism has certain functions
(e.g., it can run fast) is because ofits struc-
tures. An operant is defined by the com-
mon function of a class of responses. It
is defined functionally, but as a class, it
has a structure. One could ask structural
questions about the dimensions ofan op-
erant. For instance, by probing for gen-
eralization, one may attempt to define
the boundaries of an operant. In addi-
tion, one might be interested in proper-
ties of behavior that can come to form
an operant. For instance, the demonstra-
tion that novelty (Pryor, Haag, & O'Reil-
ly, 1969) and randomness (Neuringer,
1986; Page & Neuringer, 1985) can be
operants adds to our understanding ofthe
structure of behavior (Catania, 1984).
Thus, although behavior analysts do not
usually describe their work in explicitly
structural terms, understanding the
structure of behavior is important to be-
havior analysis.

Cognitive psychologists typically focus
on the structure of behavior. Anderson
and his colleagues (e.g., Singley & An-
derson, 1989), for instance, have built
large systems of productions that model
the behavior of computer programmers.
However, productions, the structural
units, imply functional relations. Writing
a production is an assertion that there is
a functional relation between specific an-
tecedent conditions and specific actions.
In addition, many cognitive psycholo-
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gists have investigated skill acquisition
as a result of environmental manipula-
tions (e.g., review by Gick & Holyoak,
1987). For both behavior analysts and
cognitive psychologists, basic units must
have functional and structural character-
istics, and a complete account of behav-
ior must account for both function and
structure.

Level ofExplanation and Mentalism

There is one fundamental difference in
principle between cognitive and behav-
ioral analyses. In behavioral analyses, ex-
planations must be cast at the level of
observation; but in cognitive analyses,
explanations must be cast at the level of
mental representation (Gardner, 1985;
Schnaitter, 1986; Skinner, 1977). Behav-
ior analysts describe functional relations
between the organism and the environ-
ment. The operant and the establishing
operation are units of functional rela-
tions. Learning is described as changes in
the function of stimuli and in classes of
responses. Cognitive psychologists de-
scribe the organism's mental represen-
tations ofrelations between itselfand the
environment. The production is a unit of
mental representation. Learning is de-
scribed as changes in the representation
of stimuli and actions. In each case, the
relation being described may be the same,
but the location ofthe relation is different
and so are the languages used to describe
the relations. One language is behavioral;
it locates changes at the level of obser-
vation. The other language is mental; it
locates changes inside the organism at the
level of representation. The level of rep-
resentation is the level of mental entities
and events. The concept of mental is the
crux of the behavioral/cognitive schism.
The concept is fundamental to cognitive
psychology and anathema to behavior
analysis. One source of difficulty in clar-
ifying the relation between behavior
analysis and cognitive psychology is the
multiple meanings of the term mental.

In one meaning, mental is synonymous
with private or covert. For example, a

child probably engages in mental math
when she multiplies 25 by 13 without
overt accompaniment. Given this mean-
ing ofmental, there is no conflict between
the two approaches. Both embrace pri-
vate behavior as critical subject matter.
Both understand that some public hu-
man behavior is the result of previous
private behavior. Both account for pri-
vate behavior in much the same way as
they account for public behavior.
A second meaning concerns the sense

in which representations and produc-
tions are mental. As we argued above, an
organism's mental representation of a
stimulus is analogous to a discriminative
stimulus for that organism. The concepts
of mental representation and discrimi-
native stimulus both account for the
unique effect of a particular stimulus on
a particular organism that is the result of
that organism's history. Productions, like
operants, result from an organism's his-
tory. Behavior analysts place the effects
of history in structures such as operants
and establishing operations. Cognitivists
place the effects of history in mental
structures such as productions. In this
sense, the term mental refers to the effects
of history on the organism. For the cog-
nitivist, the changes that occur as a result
of interaction with the environment are
mental changes. Skinner (1988) wrote,
"Traditional expressions referring to
mental events I regard as surrogates of
histories of reinforcement" (p. 212).
Skinner did not approve of these surro-
gates, but for our purposes it clarifies the
point of contact between behavior anal-
ysis and cognitive psychology. When
cognitivists say that productions are
mental, they mean that they are features
of the organism that are the result of a
history and account for future behavior.
This is very similar to what behavior an-
alysts mean when they say that reper-
toires are the product ofhistory. Roitblat
(1982) writes, "A representation is a rem-
nant of previous experience that allows
that experience to affect later behavior"
(p. 353). Butterfield and Nelson (1989)
state, "speaking cognitively, past learn-
ing is stored in mental models" (p. 11).
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A third meaning is the sense of mental
process. In some cases, mental processes
can be understood to be covert behavior,
but in other cases mental processes do
not imply any behavior. For instance, in
certain contexts, seeing an open jar of
instant coffee initiates a mental process
of setting a goal to acquire a spoon. The
mental process of goal setting does not
imply covert behavior; rather, it de-
scribes the effect of a function-altering
event. Thus, one meaning ofmental pro-
cess is the process whereby an existing
repertoire is changed by a function-al-
tering event. (See Schlinger & Blakely,
this issue, for a complete discussion of
function-altering events.) This meaning
is similar to the second in that mental
refers to a repertoire. Mental represen-
tations and mental models correspond to
repertoires of behavior, and mental pro-
cesses often correspond to the action of
function-altering events.

Basic Units and Rules
Misunderstandings about rules have

created a major stumbling block to ef-
fective communication between behav-
ior analysts and cognitive psychologists.
The problem arises from a confusion be-
tween two meanings of the word rule in
psychology (Reese, 1989, 1992). One
meaning is a verbal description of a reg-
ularity or a contingency (Reese, 1989).
For instance, "smoking causes lung can-
cer" is a rule constructed by biologists to
describe a regularity in nature. "One
spoonful per 6 ounce cup" is a rule ar-
ticulated by an instant coffee manufac-
turer to describe the proper mixing of
instant coffee. "If there is an 'e' at the
end, the vowel says its name" is a rule
describing a relation between written and
spoken English. Descriptive rules do not
control the things they describe. Smoking
would cause cancer whether or not the
rule had been articulated. Operants and
productions can be considered descrip-
tive rules constructed by psychologists to
summarize patterns of behavior. An ob-
server may say that I have a discrimi-
nated operant ofreaching for objects giv-

en the discriminative stimulus of the
object in sight and the current reinforcing
effectiveness ofthe object. This same reg-
ularity in my behavior could be stated in
the form of a production. In either case,
it is a rule that describes my behavior.
A second meaning of rule is (roughly)

verbal behavior that controls other be-
havior (Catania, Shimoff, & Matthews,
1989; Reese, 1989; Skinner, 1989). Be-
havior that is controlled by rules is re-
ferred to as rule governed. For instance,
by following the manufacturer's recom-
mendation for mixing coffee, my behav-
ior is rule governed. If the rule about an
"e" on the end of a word is controling
my reading ofparticular words, then that
part of my reading would be rule gov-
erned.

Cognitive psychologists frequently
speak of rules that a subject has learned.
By this they mean patterns of behavior
that are consistent with rules. They are
asserting that a pattern ofbehavior is de-
scribable by a rule, and that they have
formulated a rule to describe it. This ter-
minology, however, has led to the mis-
conception that cognitive psychologists
assume that all behavior is rule governed.
In fact, rule governance is not generally
implied when they say that a subject has
learned a rule. This can be seen in cog-
nitive psychologists' distinction between
procedural and declarative knowledge.
Procedural knowledge is described by
productions. It is demonstrated by per-
formance of a task. Declarative knowl-
edge is demonstrated by a subject when
he states facts or relations. Thus, declar-
ative knowledge is a verbal repertoire. In
making the distinction between proce-
dural and declarative knowledge, Singley
and Anderson (1989) note that "declar-
ative knowledge tends to be knowledge
that can be accessed and stated verbally,
whereas procedural knowledge cannot"
(p. 198). This corresponds to the behav-
ior-analytic argument that we do not have
direct conscious access to our nonverbal
repertoires. Cognitivists Ericsson and
Simon (1980) have explored some ofthe
complexity of the relation between ver-
bal reports and patterns of behavior.
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Hayes (1986) argues that Ericsson and
Simon's analysis of verbal reports is
compatible with a behavioral analysis:
Verbal reports are behavior that can be
analyzed and related to other behavior.
A verbal statement can, ofcourse, con-

trol other behavior. A behavior analyst
would call this rule-governed behavior,
and a cognitive psychologist would de-
scribe it as transfer from declarative to
procedural knowledge (Singley & Ander-
son, 1989). Declarative to procedural
transfer is demonstrated when knowl-
edge in a verbal form (i.e., the ability to
state a rule) is at least partially respon-
sible for a different instance of behavior
(i.e., behavior that conforms to that rule).
Cognitivists such as Bransford (Brans-
ford, Franks, Vye, & Sherwood, 1989)
have described some of the limitations
ofbehavior that is the result of following
rules alone. He quotes Balzac: "So he had
grown rich at last, and thought to trans-
mit to his only son all the cut-and-dried
experience which he himself had pur-
chased at the price of his lost illusions; a
last noble illusion ofage" (p. 470). Brans-
ford explains:
The argument is not that people are unable to learn
from being shown or told. Clearly, we can remind
people of important sets of information and tell
them new information, and they can often tell it
back to us. However, this provides no guarantee
that people will develop the kinds of sensitivities
necessary to use relevant information in new situ-
ations. (p. 470)

In behavioral language, rule-governed
behavior may lack the subtleties of con-
trol by discriminative stimuli and estab-
lishing operations that are found in con-
tingency-shaped behavior. Bransford et
al. epitomized the argument: "wisdom
cannot be told" (p. 470). Skinner (1966)
was more specific: "different controlling
variables are necessarily involved, and
the behavior will have different proper-
ties" (p. 274).

Singley and Anderson (1989) note that
a new production is formed as a by-prod-
uct of declarative to procedural transfer.
Stated behaviorally, rule governance can
be pure only in the first instance of some
behavior; after that, the behavior is likely
to be under the control of the rule as well

as the effects of the consequences of pre-
vious instances.

POINTS OF CONTACT BETWEEN
COGNITIVE AND BEHAVIORAL

EXPERIMENTATION
Experimental literature in the two

traditions overlaps at many points. This
overlap occurs with varying degrees of
explicit acknowledgment of the relations
between the two literatures and with
varying degrees of combativeness. Here
we describe only a few examples to show
that combativeness is unnecessary.

Control by an establishing operation
(goal setting) has been reported in both
behavioral and cognitive research re-
ports. In the behavioral literature, Hall
and Sundberg (1987) reported the con-
ditions necessary to transfer control of a
response from a teacher's request to an
establishing operation that results from
the subject's own previous responses.
First, they taught students to say the
names of (tact) objects when an experi-
menter asked, "What is this?" Second,
they trained chains of behavior that re-
quired the use of an object that the sub-
jects had learned to tact. Finally, they
told the subjects to begin the chain when
an object was missing. The question was
whether the subjects would request
(mand) an object they had previously
learned to name. In the cognitive litera-
ture, Crisafi and Brown (1986) analyzed
tasks that are analogous to those in the
study by Hall and Sundberg. They began
by establishing a response under the con-
trol ofan experimenter's directions. They
presented young subjects with two closed
containers, each containing a particular
kind of token (e.g., pennies were in a bag
and nickels were in a box). Subjects were
taught to acquire each type oftoken when
it was requested. Crisafi and Brown then
trained a second task that required the
token in order to complete a sequence
(e.g., operating a gumball machine with
a nickel). Finally, they presented the sec-
ond task, but rather than supplying the
token, they made the closed containers
available. In several experiments, Crisafi
and Brown explored variables that pro-
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mote this kind of transfer of function.
Crisafi and Brown, of course, conceptu-
alized their work very differently from
Hall and Sundberg, but they were inves-
tigating very similar issues of transfer of
control of a response.
The instructional technique of recip-

rocal teaching (Palincsar & Brown, 1984)
is frequently cited as an example of the
success of cognitive psychology applied
to education. The technique involves
students and teachers in an oral dialogue.
Students read a section of text, then de-
veloped a main idea question, summa-
rized the section, asked about unclear
ideas, and predicted what would be cov-
ered next. These activities were intended
to place the students in a situation in
which they needed to understand the ma-
terial. The activities were intended to es-
tablish motivational control of reading
comprehension. Ifa student failed to give
an adequate summary, this fact was treat-
ed as information that comprehension
was not proceeding as it should, and that
remedial action, such as rereading or
clarifying, was needed. In behavior-an-
alytic terms, the dialogue was an attempt
to bring behaviors that enhance compre-
hension under the control of the appro-
priate establishing operations (i.e., the
stimuli associated with low comprehen-
sion). The goal was to make comprehen-
sion strategies more likely when under-
standing a text is an effective reinforcer.
The instructional processes of recip-

rocal teaching are very familiar to be-
havior analysts; however, their language
is not. Palincsar and Brown explain their
instruction:

The teacher models and explains, relinquishing part
of the task to the novices only at the level each one
is capable of negotiating at any point in time. In-
creasingly, as a novice becomes more competent,
the teacher increases her demands, requiring par-
ticipation at a slightly more challenging level. (p.
169)

The authors describe these procedures in
terms of Vygotsky's concepts of expert
scaffolding and teaching within the child's
zone ofproximal development. Behavior
analysts would describe them as model-
ing and shaping, which are practices used

explicitly by some cognitive investiga-
tors. For example, Zhu and Simon (1987)
attributed the success oftheir teaching of
complex mathematical problems to
shaping:

A production system capable ofperforming the task
was constructed to represent the skills that students
would acquire in mastering the task.... Examples
and problems were sequenced so that the initial
problems could be handled with a small subset of
the productions, and subsequent problems required
additional productions for their solution. Thus, in
accordance with the usual principles for shaping
behavior, learners could attend to one or a few as-
pects of the problem situation at a time. (p. 141)

Engelmann and Camine (1982) have
developed a system for instructional de-
sign that is firmly within the behavior-
analytic framework. Three key points for
efficient instruction are:

1. The setup principle: To minimize the number
of examples needed to demonstrate a concept, jux-
tapose examples that share the greatest possible
number of features....

2. The difference principle: To show the differ-
ence between examples, juxtapose examples that
are minimally different and indicate that they have
different labels....

3. The sameness principle: To show sameness
across examples, juxtapose examples that are great-
ly different and treat the examples in the same way.
(p. 39)

In reviewing the cognitive literature on
instruction, Gick and Holyoak (1987)
made the following generalizations:
Exposure to relatively similar items may help es-
tablish generalized rules. (p. 28) [Engelmann & Car-
nine's setup principle]

Exposure to instances that vary in surface features
will allow people to form generalized rules that are
not restricted to overly specialized contexts, thus
facilitating transfer. (p. 27) [Engelmann & Camine's
difference principle]
Exposure to relatively variable training instances
facilitates classification ofnovel instances, [and] . . .
more variable instances can be used to elaborate
the rule set. (p. 25) [Engelmann & Carnine's same-
ness principle]

In a cognitive analysis of instruction,
Bransford et al. (1989) observed that
"Through exposure to relevant sets of
contrasts, students can be helped to no-
tice important features ofevents that they
might otherwise miss" (p. 492) (Engel-



70 TIMOTHY A. SLOCUM & EARL C. BUTTERFIELD

mann & Carnine's sameness principle and
difference principle).
The most general principle of instruc-

tion-that students can be taught gen-
eralizations through teaching multiple
examples-can be expanded to include
higher level generalizations. Students can
learn abstract relations that are consis-
tent across several similar lower level
generalizations. Haring (1985) demon-
strated this kind of higher level general-
ization from within the behavior-analyt-
ic perspective, and Butterfield and Nelson
(1991) demonstrated it from within the
cognitive tradition. Haring (1985) de-
fined a specific play topography for each
of several types of toys. Airplanes were
manipulated in a specific way, cars in a
different way, and so on. He taught young
children the play topography for one ex-
ample of each class of toys. His subjects
did not generalize the appropriate play
response to novel examples ofeach class.
Then Haring systematically introduced
multiple examples ofa single class oftoys
(e.g., he taught the proper car play re-
sponse for multiple cars) until he pro-
duced generalization to novel cars. He
then taught multiple examples of a sec-
ond class until he got generalization to
other members ofthat class. After teach-
ing several classes in this fashion, stu-
dents spontaneously generalized from a
single example to novel examples of the
same class. Thus, he had taught the high-
er level generalization that the proper re-
sponse for one member of a class is the
proper response for other members ofthat
class.

Butterfield and Nelson (1991) taught a
different higher level generalization using
very similar methods. Their tasks re-
quired dimensional integration; that is,
correct responding required integration
oftwo dimensions ofa task by multiply-
ing values of the dimensions. They used
three dimensional-integration tasks: bal-
ance scale (requires integration of num-
ber of weights and their distances from
a scale's fulcrum), volume estimation (re-
quires integration of width and height of
containers whose depths are equal), and
inclined plane (requires integration ofan-
gle of track and starting position of ball).

Training in each type of problem was
based on multiple examples to induce
generalization to novel instances of that
type ofproblem. Each subject was trained
in two types ofproblems, and Butterfield
and Nelson found generalization to the
third type. Students learned a higher level
generalization about integrating two di-
mensions of a problem.

Researchers from both perspectives
have identified rate as an important di-
mension of performance. Precision
teaching, an educational derivative ofbe-
havior analysis, is predicated on the im-
portance of rate of performance. From
this perspective, Haughton (1972) pro-
posed that when component skills (such
as reading words) can be performed at a
high rate, composite performances that
include that component (such as reading
comprehension) will improve. From a
cognitive point of view, LaBerge and
Samuels (1974) identified the same re-
lationship. As is typical of this kind of
convergence, the behavior analysts have
described the phenomena in terms ofthe
correlations between the observable rate
of reading words and observable indi-
cators ofcomprehension; the cognitivists
have described it with reference to inter-
mediate constructs such as the attention-
al requirements of components of the
task. But clearly, they are describing the
same relations.
Perhaps it is not surprising that the ed-

ucational practices that come out ofboth
theoretical traditions sometimes con-
verge on common procedures. Some re-
searchers and practitioners from each
tradition are controlled primarily by stu-
dent performance, which leads them to
effective procedures. Both traditions con-
tinue to evolve and, in doing so, change
to accommodate new data. So perhaps
on a certain level, the fact that cognitive
researchers have used procedures that
have a long history in behavior analysis
is trivial. But on another level, that is
precisely the point: Both traditions are
empirical and flexible, and workers in
these traditions do frequently analyze the
same phenomena. Occasional conver-
gence is not that surprising. The problem
is that because converging findings are
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described in different languages, the un-
derlying similarities are not readily ap-
parent.
Our point is not that cognitive psy-

chology and behavior analysis are the
same, or that they could merge, or that
behavior analysts should become cogni-
tive psychologists, or that cognitive psy-
chologists should become behavior an-
alysts. Our point is that there are
important areas of contact between the
two fields, so workers in each tradition
could learn from work of the other. It is
possible to make behavior-analytic sense
out ofa good cognitive analysis. Ifa cog-
nitivist has shown (according to rigorous
standards of the cognitive verbal com-
munity) that a particular production de-
scribes a pattern of behavior, then a be-
havior analyst can understand this in
terms ofa corresponding operant. As be-
havior analysts take on more complex
repertoires, they may find that cognitiv-
ists have already researched them. We
need not ignore these efforts; instead, we
can build upon the best cognitive anal-
yses. We can reverse the process that
Herbert Simon described:
The cognitive revolution, if there was a revolution,
did not destroy gestalt psychology or behaviorism.
There were all those great experiments out there,
observations, careful observations of human be-
havior. That's what we have to explain, whether
those observations were made by Thomdike or
Skinner. (in Kent, 1991, p. 20)

Todd and Morris (1992) argue that
psychologists' misconceptions about be-
haviorism "preclude sharing and ex-
changing insights on points of common-
alty that might advance everyone's
understanding ofbehavior" (p. 1449). We
believe this to be true, and that behav-
iorists' unfamiliarity with the language of
cognitive psychology also precludes a
productive exchange.
Rather than arguing about the best language, all
would profit from the more difficult but productive
activity of translation.... Translation brings dif-
fering points ofview and modes ofresearch to bear
upon a given phenomenon and helps to broaden
the audience. (Neuringer, 1991, p. 5)

We believe that translation can also
broaden productive understandings and
reduce unproductive antagonisms. The

schism between behavior analysts and
cognitive psychology can be reduced. We
offer the preceding analysis in hopes that
it will contribute to a more productive
exchange between behavior analysts and
cognitive psychologists.
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