
Calculating solution redox free energies with ab initio quantum
mechanical/molecular mechanical minimum free energy path method

Xiancheng Zeng, Hao Hu, Xiangqian Hu, and Weitao Yanga�

Department of Chemistry, Duke University, Durham, North Carolina 27708, USA

�Received 12 November 2008; accepted 26 March 2009; published online 24 April 2009�

A quantum mechanical/molecular mechanical minimum free energy path �QM/MM-MFEP� method
was developed to calculate the redox free energies of large systems in solution with greatly
enhanced efficiency for conformation sampling. The QM/MM-MFEP method describes the
thermodynamics of a system on the potential of mean force surface of the solute degrees of freedom.
The molecular dynamics �MD� sampling is only carried out with the QM subsystem fixed. It thus
avoids “on-the-fly” QM calculations and thus overcomes the high computational cost in the direct
QM/MM MD sampling. In the applications to two metal complexes in aqueous solution, the new
QM/MM-MFEP method yielded redox free energies in good agreement with those calculated from
the direct QM/MM MD method. Two larger biologically important redox molecules, lumichrome
and riboflavin, were further investigated to demonstrate the efficiency of the method. The enhanced
efficiency and uncompromised accuracy are especially significant for biochemical systems. The
QM/MM-MFEP method thus provides an efficient approach to free energy simulation of complex
electron transfer reactions. © 2009 American Institute of Physics.
�DOI: 10.1063/1.3120605�

I. INTRODUCTION

Calculating accurate free energies for many enzyme-
catalyzed electron transfer �ET� processes is challenging be-
cause biological ET reactions often involve complicated in-
teractions between enzyme, substrate, and cofactors.1 The
conformational dynamics makes calculating the redox poten-
tials much more difficult than calculating the ionization po-
tential in gas phase. Thus, many methods have been devel-
oped to compute the redox free energies. The continuum
solvent model is one of the most popular approaches to de-
scribe the role of solvent in ET processes because of its
simplicity.2–10 Although the continuum solvent model can re-
veal essential physics of redox processes in solution, the de-
pendence on parameters of the solute radii and the lack of the
details of the structures or the thermodynamics motivated the
employment of explicit solvent models in molecular dynam-
ics �MD� simulation of redox reactions.11–13 The pioneering
works by Bader and co-workers14,15 and Warshel and
co-workers16–20 used MD simulation to sample the explicit
solvent phase space and provided insights of the free energy
profiles for several solution ET processes. To reveal the
structural and energetic changes of the redox molecules at
the electronic level, Sprik and colleagues employed the Car–
Parrinello MD method21 to describe both the solute and the
solvent and obtained accurate reorganization energies and
geometrical information for solution ET reactions.22–29 How-
ever, the high computational cost and finite system size limit
the application of the ab initio MD method.24,30

With well balanced computational cost and accuracy, the
combined quantum mechanical and molecular mechanical
�QM/MM� method31 becomes a very promising approach to

simulate the biological ET processes, in which one treats the
redox centers quantum mechanically and the rest of the sys-
tem molecular mechanically.32 In previous work, we have
shown that the “on-the-fly” ab initio QM/MM calculation
with direct MD sampling can be used to calculate the free
energies for redox reactions in solution with satisfactory
agreement with experimental data.33 However, the cost of ab
initio QM/MM calculation is still high, as such direct
QM/MM MD simulations are only affordable with very lim-
ited timescales for small systems.33–35 For large biomolecular
systems, the computational cost for the QM calculation of
the active site and phase space sampling of the protein se-
verely limit the application of the direct QM/MM MD simu-
lations. Although the semiempirical QM methods, including
the empirical valence bond model36 and the self-consistent-
charge density functional tight-binding method,37 can largely
reduce the computational cost in the QM evaluations,38–41

the reliability and transferability of the semiempirical QM
methods still limited their applications.

The dual need for both accurate QM evaluations and
broad phase space sampling is crucial for not only the ET
reactions but also general reaction processes in solution and
in enzymes. Therefore, several ab initio QM/MM simulation
methods, including QM-FE,42 frozen density functional
theory �DFT�,43,44 and QM/MM-FE have been developed.45

The QM/MM-FE method, developed in our laboratory, has
shown advantages in many studies of enzymatic
reactions.35,46–53 However, the strong dependence of the QM
geometry on the MM conformations limited its application to
reactions in solution.54,55 To eliminate this limitation, we re-
cently developed the QM/MM minimum free energy path
�QM/MM-MFEP� method,55,56 which has been successfully
applied to simulations of chemical reactions in solution and
enzymes.57,58 Through geometry optimizations of the QMa�Electronic mail: yang@chem.duke.edu.
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subsystem on the potential of mean force �PMF� surface, the
QM/MM-MFEP method generates a series of intermediate
states with the minimum free energies along the reaction
coordinate, thus avoids the expensive on-the-fly QM evalua-
tions in the direct QM/MM MD sampling. It also provides a
robust approach to obtaining well-defined reaction path in
solution and in enzymes.

For redox processes, since we focus here on the thermo-
dynamic free energy changes instead of the free energy bar-
riers in chemical reactions, obtaining the entire MFEP is un-
necessary, as the redox free energy is a state function and
independent on the reaction path. Therefore, only the geom-
etries of the reduced and the oxidized states need to be op-
timized on their corresponding PMF surfaces, then an arbi-
trary path can in principle be chosen to connect the end
points for free energy calculation. With the optimized geom-
etries of the end points, we can use the fractional number of
electrons �FNE� to serve the reaction order parameter of the
electronic states, which has been verified to be an effective
approach to describe redox processes.33 The linear interpola-
tion of the geometries of the end points can be performed for
the fractional electronic states to build a smooth alchemical
reaction path for the free energy simulation of redox pro-
cesses. In this manner, we even avoid the geometry optimi-
zation for the intermediate states and further reduce the com-
putational cost of the free energy simulation.

In this article, we present the redox free energy simula-
tion using the new QM/MM-MFEP method combined with
the fractional electron approach to calculate the free energies
for redox reactions in solution. This paper is organized as
follows. We first briefly introduce the basic theory in the
QM/MM-MFEP method. Then we show the practical proce-
dures of the new method and the computational details of the
simulation in Sec. III. In Sec. IV we compare the simulation
results with our previous work and experiments, and also
demonstrate the significantly enhanced efficiency in the QM/
MM-MFEP method. Finally we conclude with Sec. V.

II. THEORY

A. Geometry optimization on the potential of mean
force surface

To avoid performing the on-the-fly QM evaluations in
the direct sampling of the phase space, we describe the ther-
modynamics of the solute with the PMF of the QM sub-
system and only sample the phase space of the solvent with
molecular mechanics.55,56

In the QM/MM representation, the PMF and the gradient
of PMF with respect to the solute degrees of freedom can be
written as

A�rQM� = −
1

�
ln�� e−�E�rQM,rMM�drMM� , �1�

�A�rQM�
�rQM

= � �E�rQM,rMM�
�rQM

	
E,
rMM�

, �2�

where A�rQM� is the PMF, rQM is the solute geometry, rMM is
the solvent conformation, E�rQM,rMM� is the total potential
energy of the molecular system, 1 /� is the Boltzmann con-
stant times temperature, and the symbol �¯ denotes the
ensemble average.

Equations �1� and �2� build the foundation for geometry
optimization on the PMF surface. Since the solute geometry
and the solvent ensemble are mutually dependent, we can
solve the self-consistent problem with iterative procedure.
However, the straightforward implementation of the optimi-
zation method requires sampling of the solvent ensemble af-
ter every movement of QM geometry. To improve the com-
putational efficiency, the optimization is instead performed in
a fixed ensemble.55,56 The first snapshot of the QM geometry
is set as a reference, and the free energy is defined to be
relative to the reference

A�rQM� = Aref −
1

�
ln�e−��E�rQM,rMM�−Eref�Eref,
rMM�, �3�

where Eref is the potential energy of the reference geometry,
i.e., E�rQM

ref ,rMM�, Aref is the free energy of the reference, and

rMM� is the ensemble sampled with the reference QM ge-
ometry. According to Eq. �3�, the PMF gradient in this
method is then55

�A�rQM�
�rQM

=

� �E�rQM,rMM�
�rQM

e−��E�rQM,rMM�−Eref�	
Eref,
rMM�

�e−��E�rQM,rMM�−Eref�Eref,
rMM�
.

�4�

The PMF gradient in Eq. �4� gives the steepest direction to
the minimum. When the distribution of e−��E�rQM�−Eref� is con-
verged, one can use various optimization methods to mini-
mize the free energy. The optimized QM geometry is then
used to generate a new ensemble of MM conformations in
next cycle. This procedure can be iterated until convergence
is reached.

Utilization of a finite reference ensemble, i.e., Eqs. �3�
and �4�, requires special technical considerations in practice.
Since the free energy is computed by the free energy pertur-
bation �FEP� method �Eq. �3��, the accuracy of �A depends
on the overlapping of the phase space of two states. If the
phase spaces of two states differ significantly, the computed
�A cannot be trusted. Similar problems have been in fact
discussed in the case of Jarzynski fast-growth simulation
method.59–61 Because of this problem, in FEP simulations
with classical force fields, an empirical rule is often imple-
mented such that �A of a single FEP simulation cannot be
larger than 2kT;60 however, changes in electronic state with-
out much change of geometry can easily cause energy fluc-
tuations more than a few kT. According to cumulant expan-
sion, the free energy can be expanded to the second order as
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�A = �E −
�

2
��E2 − �E2� + O�E3� , �5�

=�E −
�

2
�2 + O�E3� , �6�

where �2= �E2− �E2 is the fluctuation of potential energies.
When we minimize the free energy �A, the average potential
�E is minimized while the fluctuation �2 is maximized. For
systems with flat potential surfaces, the QM geometries will
be lead to conformations with maximum statistic errors. We
here applied another approach to resolve this problem. In all
geometry optimization algorithms currently employed in our
study and implemented in popular packages such as GAUSS-

IAN03, the goal is to identify the local minimum within a
single state. In such a case, one can make a valid assumption
that the entropy of any point in this state is constant. There-
fore, one may minimizes �H, instead of �A, in our QM/
MM-MFEP optimizations. Under this assumption, the objec-
tion function for geometry minimization is �E�rQM,rMM�
with the gradient

��E�rQM,rMM�
�rQM

=
� �E�rQM,rMM�

�rQM
e−�ErefdrMM

� e−�ErefdrMM

. �7�

In this manner, the higher order terms are excluded in the
minimization and the statistic errors are thus reduced.

B. Redox free energy calculation using fractional
electron approach

Calculating accurate free energy difference between two
distinct states usually requires some techniques such as FEP
or thermodynamic integration �TI� methods. To characterize
the electronic states, most redox free energy simulations in-
troduced the mixing coefficient of the energy functions of the
two states,20,22,39,40,62 or the FNE as the reaction order
parameter.33,63–65 Because the free energy is a state function,
in principle, the choice of the order parameter will not
change the free energy difference. However, different
choices of the order parameter will affect the convergence of
the simulations and accuracy of the final results.66

Our previous work has implemented the FNE as a novel
order parameter for the QM/MM TI calculation of redox free
energies. In this work, we also use the FNE to connect the
reduced and the oxidized states of the solute and use the FEP
method to calculate accurate redox free energy. Specifically,
we here choose the order parameter as a combination of the
FNE and the geometrical difference between the two final
states. That is, after the structural optimization for the two
end states with the QM/MM-MFEP method, the intermediate
structures were generated by linear interpolation between the
structures of the two end states; each intermediate state was
also assigned a FNE linearly interpolated from the changes
of electron number in the redox processes. Although one
could use only the FNE to define the intermediate states and
correspondingly optimize the structures for each state before
the FEP simulation. Our approach will be computationally

more efficient because of the smooth structural change be-
tween different intermediate states and the elimination of the
geometry optimization on the QM PMF for the intermediate
states.

In the FEP method, we then divide the whole ET process
into several intervals and perform sampling on a series of the
intermediate states 
�i�i=0,. . .,n, characterized by different val-
ues of the FNE and the corresponding geometries obtained
from the linear interpolation. The overall free energy differ-
ence can be obtained by summing up the free energy change
in each sampling interval,

�A = �
i=0

n−1

�A��i → �i+1� , �8�

=�
i=0

n−1

−
1

�
ln��e−��E��i→�i+1��i

� , �9�

where � is the reaction order parameter, i denotes the ith
intermediate state, n is the total number of states sampled,
and the symbol �¯�i

designates the ith ensemble. i=0 de-
notes the reactant state, and i=n denotes the product state.
�E��i→�i+1� is the potential energy difference between two
electronic states, which can be computed with the QM/
MM-FE approach developed in previous work.45,55,56 By
turning �0 to �n, we drive the system from the reduced elec-
tronic state to the oxidized state. Although the �A obtained
in Eq. �9� does not include the zero-point energy and the
vibrational contribution to the redox free energy, those terms
can be estimated using frequency analysis within the har-
monic approximation.

III. COMPUTATIONAL DETAILS

To validate the QM/MM-MFEP method for the calcula-
tion of redox free energies, we first applied the method to
simulate the aqueous iron and ruthenium complexes, which
have been studied using the more substantiated direct
QM/MM MD method in our previous work.33 For further
demonstration of the efficiency and accuracy of the QM/
MM-MFEP method, we performed two additional simula-
tions for flavin derivatives: lumichrome �LC� and riboflavin
�RF�. The entire LC and RF molecules are treated quantum
mechanically and their chemical structures are shown in
Fig. 1.

The geometries of the solute were optimized for both the
reduced and the oxidized states on their corresponding PMF
surfaces. The iterative sequential sampling and optimization
followed the procedures in our previous paper.55 In the itera-
tive geometry optimizations, each MD sampling was per-
formed for 64 ps after a 16 ps equilibration.

After the solute geometries were optimized for both re-
duced and oxidized states, the redox process was divided
into 11 sampling intervals for the FEP calculation, i.e., n
=11 in Eq. �8�, and the linear interpolation of the solute
geometries was performed to generate a series of geometries
of the QM subsystem with fractional electrons to smoothly
connect the end points. To calculate the free energy, a new
MD sampling was performed for each intermediate state
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rQM,�i
with the solute in the corresponding FNE state. In the

FEP calculation, the MD sampling was increased to 128 ps
after a 32 ps equilibration for better statistic convergence.
Finally, the free energy contributions from zero-point energy
and thermodynamic vibration were estimated by frequency
analysis using the GAUSSIAN03 program.67

The MD simulations were carried out with the program
SIGMA,68,69 while the QM calculations were performed with
GAUSSIAN03.67 The electrostatic potential fit charges of QM
subsystem were obtained with our recently developed
method,70 which improves the numerical stability of the
charges on the atoms in the QM region. Since the Ewald
summation for charged systems with a local basis set has not
been implemented, we here use a QM-MM interaction dis-
tance cutoff. Following the protocol in the previous work,55

the dual cutoffs were used in the simulations, with the short
cutoff to be 14 Å and the long cutoff to be 28 and 20 Å for
the metal ions and organic molecules, respectively. The long
cutoff was chosen as such to ensure the convergence of
QM/MM electrostatic interactions and the final redox free
energies.33,71,72 The cutoff for the organic systems were cho-
sen as 20 Å because the net charge of the system is between
0 and �1, which is smaller than that of the metal systems.
Additional FEP calculation with 25 Å cutoff for the LC mol-
ecule was performed to demonstrate the convergence of the
long distance interactions �see Sec. IV�.

The metal complexes were modeled with the same con-
figuration in the previous work:33 The ions and six coordi-
nating water molecules were treated quantum mechanically
and were solvated in cubic boxes with the dimensions 64

�64�64 Å3, which contained 8.6�103 TIP3P water mol-
ecules as the solvent.12 For the flavin derivatives, the LC and
RF molecules are treated quantum mechanically and solvated
in cubic boxes with the dimensions: 64�64�64 Å3 for LC
and 54�62�62 Å3 for RF, respectively. The dimensions of
the boxes were chosen such that the solutes were surrounded
by solvent layers with thickness at least greater than the cor-
responding long cutoff. All systems were simulated under
NVT conditions with temperature T=300 K.

IV. RESULTS AND DISCUSSIONS

A. Geometry optimization on the PMF

In the QM/MM-MFEP method, each geometry optimi-
zation was performed on the PMF surface in a fixed MM
ensemble. The MM ensemble was then updated with the op-
timized solute geometry. The converged MM ensemble and
the corresponding fully optimized QM geometry is critical to
the accuracy and reliability of the method. Figure 2 shows
the convergence of the four systems in the oxidized states in
terms of the free energy variation. The horizontal axis is the
number of QM evaluations in the geometry optimization.
Each dashed line denotes the termination of one QM optimi-
zation cycle, where a new MM ensemble was sampled. The
free energies of the systems converged to plateaus after 8–10
cycles of iterative sequential sampling and geometry optimi-
zation for both the aqueous metal complexes and the flavin
derivatives. The spikes in the free energy variations were
generated by the optimization algorithm employed in the
GAUSSIAN03 program, which are frequently observed in vari-
ous systems.55

B. Redox free energies

With the QM subsystems optimized on the PMF surfaces
in fully converged MM ensembles, the FEP simulation was
then performed to evaluate the redox free energies for the
systems. The oxidation free energies of Fe�H2O�6

2/3+ and
Ru�H2O�6

2/3+ obtained from Eq. �9� are 5.70 and 5.01 eV,
respectively. These values do not include the contributions
from vibrational entropy and zero-point energies.

With the harmonic approximation, frequency calcula-
tions can be performed in the QM/MM-MFEP method to
estimate the free energy contribution from the solute vibra-
tional entropy �Gvib. In the direct QM/MM MD method, the
vibrational dynamics of QM subsystem is represented by the
classical motions of solute from MD sampling. Thus, the
vibrational contribution is already included. In the QM/MM-
MFEP method, we estimated the vibrational contributions of
the solutes through the frequency calculations on the en-
thalpy surfaces. The vibrational frequencies of the QM sub-
systems were calculated in the mean field of the solvent that
is represented by MM point charges. The �Gvib for
Fe�H2O�6

2/3+ and Ru�H2O�6
2/3+ are estimated to be 0.042 and

0.027 eV, respectively. After the correction, the oxidation
free energies are 5.74 eV for Fe�H2O�6

2/3+ and 5.04 eV for
Ru�H2O�6

2/3+. As shown in Table I, these values are compa-
rable to the results obtained in a previous study using the
direct QM/MM MD method, where the oxidation free ener-
gies were calculated to be 5.82 eV for Fe�H2O�6

2/3+ and 5.14

N

N

N

HO

O

NH

O

OH
HO

HO

N

N

NH

N
H

O

O

Lumichrome

(b)

(a)

Riboflavin

FIG. 1. Molecular diagrams of flavin derivatives: �a� LC and �b� RF. The LC
and RF molecules are treated quantum mechanically in the simulation.
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eV for Ru�H2O�6
2/3+. The discrepancy between the two meth-

ods is 0.07–0.10 eV or 1.6–2.3 kcal/mol, which is within the
statistic deviations.

Besides the vibrational entropy, another missing term is
the difference in the zero-point energy between the two re-
dox states. Since the zero-point energy calculation in the
direct QM/MM MD method is expensive but not dominant,
this term was omitted. However, in the QM/MM-MFEP
method, the zero-point energy of different redox states can
be easily estimated through frequency calculations on the
optimized geometries. The free energy corrections from
zero-point energy �GZPE are about 0.10 eV and 0.06 eV for
Fe�H2O�6

2/3+ and Ru�H2O�6
2/3+, respectively. Including the

correction from both vibrational entropy and zero-point en-
ergy, the absolute oxidation free energies �Gabs obtained
from the QM/MM-MFEP method for Fe�H2O�6

2/3+ and
Ru�H2O�6

2/3+ are 5.84 and 5.10 eV, respectively.
The experimental values are measured relative to the

standard hydrogen electrode �SHE�, which is artificially set
to be zero. Therefore, the absolute value of the oxidation free

energies for SHE ��Gabs
SHE� should be added in the experimen-

tal data when we compare the theoretical values to experi-
ments. However, the measurements of �Gabs

SHE are not very
accurate and disputable, with a range from 4.2�0.4 to 4.84
eV.73–77 In Tables I and II, the experimental values of the
absolute oxidation free energies are listed as two sets of data
with the minimum and maximum values of �Gabs

SHE.
Because the computational cost in the simulation of LC

and RF molecules using the direct QM/MM MD method is
very expensive, the two bio-organic systems were only simu-
lated using the QM/MM-MFEP method. As shown in Table
II, the oxidation free energies of the redox couples LC /LC·−

and RF /RF·− are evaluated to be 3.16 and 3.41 eV, respec-
tively. Since we here used a shorter cutoff �20 Å� than that of
metal systems �28 Å�, we performed FEP calculations with
25 Å cutoff for LC /LC·−. The oxidation free energy is 3.12
eV with 25 Å cutoff and 3.16 eV with 20 Å cutoff, respec-
tively. The 0.04 eV difference between the FEP calculations
suggests that the long range electrostatic potential converged
at the distance of 20–25 Å. The correction from �Gvib and
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FIG. 2. Convergence of the relative
free energies during the geometry op-
timization for �a� Fe�H2O�6

3+, �b�
Ru�H2O�6

3+, �c� LC, and �d� RF in QM/
MM-MFEP method. The reduced
states of the systems converge simi-
larly as the oxidized states shown
here. The vertical dash lines separate
different MM ensembles obtained by
sequential sampling. Within the region
between two dash lines, the dotted
lines are the relative free energies of
the systems during the QM optimiza-
tions on their PMF surfaces in the cor-
responding MM ensembles. The sys-
tems converge after 8–10 cycles of
MM sampling and QM optimizations.

TABLE I. Oxidation free energies of metal complexes calculated with direct QM/MM MD and QM/MM-
MFEP methods. Units are in eV.

�G �Gvib �G+�Gvib �GZPE �Gabs �Gabs
expt

Fe�H2O�6
2/3+ Direct ¯ ¯ 5.82a

¯ ¯

5.0/5.6dMFEP 5.70 0.04 5.74b 0.10 5.84c

Ru�H2O�6
2/3+ Direct ¯ ¯ 5.14a

¯ ¯

4.4/5.1dMFEP 5.01 0.03 5.04b 0.06 5.10c

aValues reported in Ref. 33, which already included the free energy contributions from vibrational dynamics.
bIn order to compare with the results using the direct QM/MM MD method, the vibrational contributions �Gvib

are estimated and added to the results for QM/MM-MFEP method.
c�Gabs are the absolute redox free energies, included the corrections from both vibrational dynamics �Gvib and
zero-point energies �GZPE. The results using direct QM/MM MD method did not include �GZPE.
dThe experimental absolute free energies are obtained by taking absolute oxidation free energy for SHE to be
from 4.2 to 4.84 eV �Refs. 73–77�.
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�GZPE is coincidentally to be about 0.07 eV for both LC and
RF systems, which leads to 3.23 and 3.48 eV as the absolute
oxidation free energies for LC and RF, respectively.

The experimental oxidation potentials of the LC /LC·−

and RF /RF·− couples are �0.502 and �0.292 V. Taking the
Nernst equation ��G=−nF�E�, the relative oxidation free
energy difference ��G between the two couples is 0.21 eV.
The result obtained from QM/MM-MFEP method is 0.25 eV,
which is in excellent accordance with the experimental
value.

C. Computational efficiency

The agreement between the oxidation free energies cal-
culated using the two methods indicates that the QM/MM-
MFEP method is at least as accurate as the direct QM/MM
MD method. In the Table III, we compared the efficiency
between the direct QM/MM MD and the QM/MM-MFEP
methods when performing similar simulations to calculate
redox free energies. Using LanL2DZ basis set,78 the aqueous
metal complexes contain 100 basis functions. The direct
QM/MM MD simulation spent about 40 days on dual Intel
Xeon 3.60 GHz CPUs to complete 20 ps MD sampling with
20 000 times of the on-the-fly QM evaluations. The QM/
MM-MFEP simulations on the same systems performed
about 8 cycles of QM optimization and sequential MD sam-

pling in 20 days, with each cycle consisting of 80 ps sam-
pling. If we want to perform the direct QM/MM MD simu-
lations for 20 ps on LC or RF molecule, the estimated
computational time would exceed 400 days. In contrast, the
QM/MM-MFEP simulation of the LC and RF molecules
were completed in 25 and 45 days, respectively. As the sys-
tem becomes larger, the advantage of the QM/MM-MFEP
method is more significant. The computational efficiency is
promoted about 15–30 folds for the two bio-organic systems
because the on-the-fly QM evaluations are avoided and the
thermodynamics is described by the PMF of the QM sub-
system. For the systems in this paper, the linear interpolation
was performed to build the path for free energy simulation.
However, we need to point out that a smooth connection
between the redox states through the FNE cannot be guaran-
teed in all cases. Caution may be needed in the simulation of
special systems with FNE to reduce possible artifacts caused
by DFT method.30,79–81 Also, if the interpolated reaction path
is bumpy, e.g., for reactions with significant geometrical
changes between the redox states, the optimization for a
smooth path is desired to reach the convergence. Even if the
optimization of a reaction path rather than an interpolated
path is necessary, the computational cost in terms of time
may not significantly increase since the optimization of the
intermediate states can be performed parallelly.

TABLE II. Comparison of oxidation free energies of LC and RF calculated with QM/MM-MFEP methods to
experiments. Units are in eV.

MFEPa Experimental datab ��G c

�G �Gvib+ZPE �Gabs �G0 �Gabs
expt MFEP Expt.

LC /LC·− 3.16 0.07 3.23 �0.502 3.7/4.3 ¯ ¯

RF /RF·− 3.41 0.07 3.48 �0.292 3.9/4.5 0.25 0.21

a�G are the values before any correction. �Gvib+ZPE are the corrections considering the vibrational contributions
and zero-point energies. �Gabs are values of absolute oxidation free energies including the corrections from both
vibrational contributions and zero-point energies.
bExperimental data are based on the standard redox free energies �G0 from Ref. 82, which are relative to the
SHE. �Gabs

SHE, the values of the absolute oxidation free energy for SHE, were measured to be from 4.2 to 4.84
eV �Refs. 73–77�. The experimental absolute free energies are therefore obtained as �Gabs

expt=�G0+�Gabs
SHE.

cRelative oxidation free energy difference between the LC and RF molecules.

TABLE III. Efficiency comparison between direct QM/MM MD and QM/MM-MFEP methods.

Systemsa M�H2O�6
2/3+ LC /LC·− RF /RF·−

Total atoms 19 28 47
Basis set LanL2DZ 6-31+G�� 6-31+G��

Number of basis 100 392 613
QM evaluation timeb 3 min 30 min 100 min
Method Direct MFEP Directc MFEP Directc MFEP
Sampling length 20 ps 80 ps 20 ps 80 ps 20 ps 80 ps
QM evaluation number 20 000�6 100�2 d 20 000�6 e 300�2 d 20 000�6 e 300�2 d

Total real timef 40 days 20 days 400 days 25 days 1400 days 45 days

aM=Fe,Ru.
bThese are the approximate time costs for a single QM evaluation. The time costs here are based on running
GAUSSIAN03 program on dual Intel Xeon 3.60 GHz CPUs.
cThe direct QM/MM MD simulations are not performed for LC and RF. The corresponding parameters and time
costs are estimations only.
dThe geometry optimizations are only necessary for the reduced and the oxidized state of solute.
eAssume using the same setup of simulations as in Ref. 33, where TI method with six sampling intervals is used.
fThese are the approximate time costs for performing the entire simulations.
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V. CONCLUSION

In this work, we have implemented the QM/MM-MFEP
method to calculate redox free energies, with significantly
enhanced efficiency and uncompromised accuracy. We have
verified the validity and accuracy of the QM/MM-MFEP
method by repeating the calculation of redox free energies
for Fe�H2O�6

2/3+ and Ru�H2O�6
2/3+ aqueous complexes. The

results from the QM/MM-MFEP method agree well with
those from the direct QM/MM MD method, with about 0.1
eV difference in the oxidation free energy. To demonstrate
the efficiency of the QM/MM-MFEP method, two larger bio-
chemical molecules, LC and RF, are further investigated. The
oxidation free energies of the redox couples LC /LC·− and
RF /RF·− were evaluated to be 3.23 and 3.48 eV, respectively.
The relative free energy difference ��G is 0.25 eV, which is
very close to the experimental value of 0.21 eV. The compu-
tational time for the two bio-organic systems is shortened by
about 15–30 folds compared to the direct QM/MM MD. The
high accuracy and the enhanced MD sampling of the QM/
MM-MFEP method shows promise for applications of the
studies on redox reactions in biochemistry.
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