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Several Monte Carlo systems were benchmarked against published measurements of bremsstrah-
lung yield from thick targets for 10—30 MV beams. The quantity measured was photon fluence at
1 m per unit energy per incident electron (spectra), and total photon fluence, integrated over energy,
per incident electron (photon yield). Results were reported at 10—30 MV on the beam axis for Al
and Pb targets and at 15 MV at angles out to 90° for Be, Al, and Pb targets. Beam energy was
revised with improved accuracy of 0.5% using an improved energy calibration of the accelerator.
Recently released versions of the Monte Carlo systems EGSNRC, GEANT4, and PENELOPE were
benchmarked against the published measurements using the revised beam energies. Monte Carlo
simulation was capable of calculation of photon yield in the experimental geometry to 5% out to
30°, 10% at wider angles, and photon spectra to 10% at intermediate photon energies, 15% at lower
energies. Accuracy of measured photon yield from 0 to 30° was 5%, 1 s.d., increasing to 7% for the
larger angles. EGSNRC and PENELOPE results were within 2 s.d. of the measured photon yield at all
beam energies and angles, GEANT4 within 3 s.d. Photon yield at nonzero angles for angles covering
conventional field sizes used in radiotherapy (out to 10°), measured with an accuracy of 3%, was
calculated within 1 s.d. of measurement for EGSNRC, 2 s.d. for PENELOPE and GEANT4. Calculated
spectra closely matched measurement at photon energies over 5 MeV. Photon spectra near 5 MeV
were underestimated by as much as 10% by all three codes. The photon spectra below 2—3 MeV
for the Be and Al targets and small angles were overestimated by up to 15% when using EGSNRC
and PENELOPE, 20% with GEANT4. EGSNRC results with the NIST option for the bremsstrahlung
cross section were preferred over the alternative cross section available in EGSNRC and over EGS4.
GEANT4 results calculated with the “low energy” physics list were more accurate than those calcu-
lated with the “standard” physics list. © 2008 American Association of Physicists in Medicine.
[DOLI: 10.1118/1.2975150]
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I. INTRODUCTION

The objective of this work was to use published experimental
benchmarks to evaluate the accuracy of thick-target brems-
strahlung calculated with current Monte Carlo systems. The
measurements of photon yield and spectra from thick targets
by Faddegon et al. '2 are the most accurate and comprehen-
sive published benchmarks of thick-target bremsstrahlung for
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beam energies used in radiotherapy. In these experiments,
depicted in Fig. 1, thick targets of Be, Al, and Pb were irra-
diated with electrons ranging in energy from 10 to 30 MeV
in 5 MeV increments. Photon fluence was measured differ-
ential in energy. Measurements were done on the beam axis
for 10-30 MV x-ray beams and at angles out to 90° from the
beam axis for the 15 MV x-ray beams.

© 2008 Am. Assoc. Phys. Med. 4308
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FiG. 1. Experimental geometry, drawn to scale. Electron beam incident on
pretarget material and the Be target, with the collimated Nal detector placed
at an angle of 30° to the incident beam direction.

Three of the most commonly used Monte Carlo systems
for treatment head simulation in radiotherapy were evaluated
against these benchmarks: EGSNRC,3 GEANT4,4’5 and
PENELOPE,6’7 (see, for example, the review article by Verhae-
gen and Seuntjensg). The codes are ordered alphabetically
without regard for preference of one code over another.

It is time to revisit this benchmark. EGS4, benchmarked
against these measurements in the original publications,l’2
has undergone refinements up to and including the release of
EGSNRC that may have impacted the result.” PENELOPE has
only been benchmarked against the 15 MV measurements.'”
GEANT4 has not been benchmarked against these measure-
ments. Computer processor speeds have increased dramati-
cally since the EGS4 benchmark results were first published.
This made it practical to calculate fluence, differential in
energy and angle, with a calculational precision well below
the experimental uncertainty, resulting in a more accurate
comparison.

Radiation transport parameters were chosen for accuracy
in favor of speed. Simulations done using the different codes
were run on the computers available to the experts perform-
ing the simulation to take advantage of their knowledge of
the code. Therefore, a comparison of speed was not done. A
meaningful comparison of calculation efficiency requires se-
lection of radiation transport parameters for speed and accu-
racy with the different codes run on the same computer with
optimal compiler settings.
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FiG. 2. Source of photons in the published experimental benchmark. The
target chamber with the stainless steel (SS) entrance window was removed
for the measurements at 30°-90°, with the vacuum between the TCM and
target replaced by air. Letters on the side refer to the positions of the differ-
ent components shown in Table L.

Il. MATERIALS AND METHOD
II.LA. Measurement

The benchmarks are published measurements'” made at
the National Research Council of Canada on a Vickers linear
accelerator. The published details of the experiment needed
for simulation are repeated here. The beam energies used in
the simulations are more accurate than those previously re-
ported.

A 0.35-cm-diam electron beam was normally incident on
a high purity Ti exit window, passing into air and through a
transmission current monitor (TCM) and into the target, as
shown in Fig. 2. An evacuated target chamber with a
stainless-steel (SS) window was used at small measurement
angles (0°-10°) to keep noise down for measuring low beam
currents in the target. At larger angles, beam currents were
high enough for measurement with the TCM, and the target
chamber was removed for the measurements (30°-90°).

Individual photons were detected and energy resolved
with a 20 cm X 25 cm Nal scintillator. The detector was
placed with the central axis of the 2.4-cm-diam, 20-cm-thick
Pb collimator aligned with the point on the upstream surface
of the target on the beam axis. The detector surface was
318-361 cm from the upstream surface of the target. The
fluence of photons that would reach the surface of the detec-
tor with only vacuum between the target and detector was
determined. To do so, the raw counts from the detector were
corrected for the presence of the detector and other material
downstream of the target. The main corrections were for at-
tenuation by the target chamber (when present) and air, the
collimator effect, pulse pile-up, detector response, and detec-
tor efficiency. It was assumed that charged particle fluence
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TaBLE 1. Positions of the different components used in the thick-target
bremsstrahlung yield measurements shown in Fig. 2, from the target surface.
Units are centimeters.

10-30 MV on beam axis 15 MV angular distribution

Point Al Pb Be and Al Pb
a 2.613 3.313 2.613 3.313
b 2.6 33 2.6 33
c 2.215 2915 2.21 291
d 2.2 2.9 2.2 2.9
e 0.9051 1.6051 0.9051 1.6051
f 0.9 1.6 0.9 1.6
r 3.63 1.583 3.63 1.583

was reduced sufficiently with scatter in the over 3 m of air
and subsequent collimation to have a negligible effect on the
photon count and spectra.

The corrected photon count included photons from the
target and material upstream of the target. Results were pub-
lished as photon fluence per unit energy per incident electron
(spectra) and total fluence of photons above a lower energy
cutoff per incident electron (photon yield). Photon yield was
measured with an accuracy of 5% on the beam axis, 5%—7%
off axis. Relative fluence for different energies on the same
target, or different angles from the beam axis for the same
beam energy, was measured to 3% out to and including 30°,
with uncertainty as high as 6% at 90°. Uncertainties are
1 s.d. and include both random and systematic errors.

The first set of published benchmarks' was made on the
beam axis for 10-30 MV x-ray beams. The photon yield was
limited to energies above 0.22 MeV. The second set’ was
made at angles out to 90° for the 15 MV beam. The photon
yield was limited to energies above 0.145 MeV. A detailed
uncertainty analysis is given in these papers.

The positions of the different components (Fig. 2) relative
to the target are shown in Table I. The 10—30 MV measure-
ments were made with a 0.15-mm-thick TCM and the target
chamber window between the exit window and target. The
angular distribution measurements at 15 MV were made us-
ing a 0.1-mm-thick TCM with the target chamber present for
measurements out to and including 10°.

The electron beam from the Vickers accelerator was trans-
ported through a 90° bending magnet consisting of two 45°
dipole magnets. At the time of the measurements the energy
calibration was based largely on a measurement of the pho-
toneutron threshold in '°0. Since then, a more detailed en-
ergy calibration was carried out using an independent mag-
netic spectrometer. The standard uncertainty on the new
calibration curve was estimated to be 0.2%. During that
work, it was noted that changes in the position and angle at
which the beam entered the analyzing magnet could lead to
changes in the electron energy of up to 1%. A new slit sys-
tem to better define the beam as it entered the analyzing
magnet was added. The beam energies used in the thick-
target bremsstrahlung measurements, made without the new
slit system, were determined from the new calibration curve
to be 10.09, 15.18, 20.28, 25.38, and 30.45 MeV. Changes in
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the beam entrance geometry done prior to the calibration
could have led to changes in the beam energy of *0.5%,
leading to a 0.5% uncertainty estimate in the quoted beam
energies. The energy spread was limited to 1.5% with slits in
the bending magnet.

11.B. Simulation

The source was simulated as a 0.35-cm-diam circle
(EGSNRC and GEANT4) or a 0.35X0.35 cm square (PENE-
LOPE) of constant fluence normally incident on the exit win-
dow. The beam energies were those listed earlier, from the
latest calibration of the bending magnet.

The simulation geometry from the exit window through to
the target was the same as the experimental geometry, shown
in Fig. 2. The targets were cylinders with radii given in Table
I. They were simulated as pure Be, Al, and Au, using the
measured density of 1.848 g/cm? for Be, 2.699 g/cm® for
Al, and 11.34 g/cm?® for Pb. Target thicknesses (from mea-
surement) with energy increasing from 10 to 30 MV for the
Al target were 6.48, 9.73, 11.63, 15.14, and 16.21 g/cm2 and
for the Pb target were 6.85, 9.13, 11.43, 11.43, and
13.68 g/cm?®. The Be target, used only at 15.18 MeV, was
11.67 g/cm? thick. The exit window was composed of pure
titanium of density 4.54 g/cm?, the TCM of pure Si of den-
sity 2.33 g/cm?®. Air was close to room temperature, simu-
lated as density 0.001205 g/ cm? of C, N, O, and Ar in pro-
portion of 0.000124, 0.756, 0.232, 0.0128 by weight.
Stainless steel was simulated as density 8.06 g/cm?, consist-
ing of C, Si, Cr, Mn, Fe, and Ni in proportion of 0.001,
0.007, 0.18, 0.01, 0.712, 0.09 by weight. The region down-
stream of the target was simulated as vacuum as the mea-
surements were corrected for material between the target and
the detector, including air, and the wall of the target chamber,
when present.

Fluence was scored either in a 0.1-cm-thick region on the
surface of a 176.7 cm radius cylinder with the flat end
100 cm from the upstream surface of the target (EGSNRC) or
on the surface of a 100 cm radius sphere centered on the
point at the intersection of the beam axis and the upstream
surface of the target (GEANT4 and PENELOPE). The widths of
the energy bins were 0.01 MeV, sufficiently small to allow
rebinning without adding significantly to the uncertainty in
the comparison.

Each code offers different parameters for the radiation
transport. Parameters were selected to give an accurate cal-
culation of photons emitted from the target. Some options
were chosen to speed up the simulation without loss of ac-
curacy. The parameters chosen for each code follow.

I.C. EGSNRC

The simulation utilized EGSNRC® version 1.41 of 13 Feb-
ruary, 2007 with the FLURZ user code, version V1 Rev 1.31
of 12 March, 2003. Both codes were downloaded from the
web site of the Ionizing Radiation Standards group of the
National Research Council of Canada at www.irs.inms.n-
rc.ca. Details of the radiation transport and cross sections are
given on that web site.
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The multiple scattering algorithm in EGSNRC is based on
the Goudsmit and Saunderson theory,”’12 as formulated in
Kawrakow and Bielajew13 with a single elastic scattering
cross section from partial wave analysis calculations."* This
results in more accurate scattering than the algorithm used in
EGS4. The default total and differential bremsstrahlung cross
section in EGSNRC is the Born approximation Bethe-Heitler
cross sections with an empirical correction factor below
50 MeV from Koch and Motz,'” with the angular distribution
based on formula 2BS in the same paper. There is an option
to select only the leading term of this distribution, but this
can lead to differences of a few percent in the angular distri-
bution at 10° off axis."®

Transport parameters included electron lower energy cut-
offs ECUT and AE of 0.7 MeV, and photon lower energy
cut-offs PCUT and AP of 1 keV, with the boundary crossing
algorithm set to EXACT and the electron-step algorithm set
to PRESTA-II. The maximal fractional energy loss per step
ESTEPE was 0.25, maximum first elastic moment per step
XIMAX of 0.5, and skin depth for BCA 3.0 mean free paths.
PEGS4 cross sections were generated using the EPSTFL=1
and IAPRIM=1 for more accurate collisional and radiative
stopping powers. Bremsstrahlung and pair angular sampling
were from Koch and Motz (KM). Spin effects, bound Comp-
ton scattering, Rayleigh scattering, and atomic relaxations
were turned on. Photoelectron angular sampling, triplet pro-
duction, radiative Compton corrections, and electron impact
ionization were turned off. Uniform bremsstrahlung splitting,
a technique originally implemented in EGS4 by Bielajew,l
was used with Russian Roulette of the secondary charged
particles, with 100 photons generated for each bremsstrah-
lung event.

Four sets of simulations of the experimental benchmarks
were done to assess the effect of different cross sections.
Option set 1 used the above-mentioned transport parameters
and cross sections with bremsstrahlung from the Bethe—
Heitler (BH) cross section (EGSNRC option of BH) and Storm
and Israel photon cross sections'” from PEGS4. Option set 2
used the NIST differential bremsstrahlung cross-section
database,18 which is the basis for ICRU recommended radia-
tive stopping powers (EGSNRC option NIST). Option sets 3
and 4 used the NIST bremsstrahlung cross sections with dif-
ferent photon cross sections: Option set 3 the XCOM
cross-sections,19 option set 4 the EPDL? cross sections. Re-
sults shown in the figures are for option set 4 (EPDL) unless
otherwise stated.

II.D. GEANT4

The GEANT4 Simulation Toolkit version 4.9.0p01 of 28
August, 2008 was used. Details of the radiation transport
methods and cross-section data are given in the GEANT4
Physics Reference Manual available at the web site http://
geant4.web.cern.ch/. All material definitions were taken from
the NIST material definitions built into GEANT4, with the
exception of stainless steel, which was defined as composi-
tions of appropriate NIST elements.

The list of processes to simulate (“physics list” in GEANT4
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TaBLE II. Energy cuts in GEANT4, corresponding to the different range cuts
and targets used.

Energy cut for Energy cut for

Range cut (mm) Material photons (keV) electrons (keV)
0.1 Be 1.03 108
0.1 Al 2.31 130
0.1 Pb 29.3 240
1.0 Be 1.99 467
1.0 Al 6.89 597
1.0 Pb 101 1361

terminology) was taken from the “low energy” physics list
“PhysListEmLivermore,” taken from the standard examples
distributed with GEANT4, example TestEM7. Results were
compared to simulations done using the “standard” physics
list “PhysListEMStandard,” taken from the same example as
the low energy physics list, TestEM7.

The multiple-scattering model used in GEANT4 with either
physics list belongs to the class of condensed simulations. It
uses model functions (described in the reference manual for
GEANT4.9 of 14 December, 2007, in Chap. 3, “Electromag-
netic Interactions,” Sec. III, “Common to All Charged Par-
ticles”), to determine the angular and spatial distributions
after a step. The functions have been chosen in such a way as
to give the same moments of the angular and spatial distri-
butions as the Lewis theory.21 The model incorporates corre-
lations between lateral displacement and scattering angle and
provides several options for limiting the step size near geom-
etry boundaries.”? For the present study, the default option
was used such that after entering a volume the step size
cannot be larger than the distance to the next boundary
over 2.5.

The low energy physics processes, designed for best ac-
curacy at energies where atomic shell structure is important,
use cross section data extracted from a set of publicly dis-
tributed evaluated data libraries: EPDL97 (Evaluated Pho-
tons Data Library),20 EEDL (Evaluated Electrons Data
Library),23 and EADL (Evaluated Atomic Data Library).24
The standard processes, optimized for high energy physics
applications, rely on parametrizations of these data.

For bremsstrahlung above a given threshold energy with
either physics list, the energy loss is simulated by the explicit
production of photons. Below the threshold the emission of
soft photons is treated as a continuous energy loss.”** The
energy of the final state photons is sampled according to the
spectra of Seltzer and Berger.24 They have calculated the
bremsstrahlung spectra for materials with atomic numbers
7=6, 13, 29, 47, 74, and 92 in the electron kinetic energy
range 1 keV—10 GeV. The angular distribution is based on
the distribution of Tsai.”

The range cut parameter was set to 0.1 mm. The corre-
spondence between range cut and energy cut for the different
targets is shown in Table II. Simulations done for the 15 MV
beam for the different targets with the range cut set to 1 mm
agreed with the results for the 0.1 mm range cut to 1% for
the angular range of the measurements. The range cut param-
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eter had a larger effect when using the standard physics list.
Changing the cut from 0.1 to 1 mm resulted in an increase of
the photon yield of up to 3%—-5% at 15 MV at certain angles.
Uniform bremsstrahlung splitting, as implemented in
EGSNRC (see earlier), was implemented in GEANT4, with Rus-
sian Roulette of the secondary charged partic:les.26 Each
bremsstrahlung event generated 100 photons.

Il.LE. Penelope

The simulations were carried out with version 2006.%
The bremsstrahlung cross-section differential in the energy
of the emitted photon is obtained from published tables.'>*’
To sample the angular distribution of the emitted photons,
PENELOPE relies on a semiempirical fit to the partial-wave
shape functions of Kissel et al.™® for electron energies below
500 keV. Above this value the shape function is approxi-
mated by a classical dipole distribution.

Charged particles are transported using a mixed scheme,
in which hard interactions (involving energy losses or angu-
lar deflections above certain cutoffs) are simulated in detail,
that is, one by one. Soft collisions occurring between two
hard interactions, in turn, are grouped together and described
with a single artificial soft event. Its spatial position is deter-
mined according to the so-called random hinge scheme. The
angular and energy loss distributions associated with these
artificial soft events reproduce the first and second moments
of the differential cross-section models employed for each
interaction mechanism (i.e., elastic, inelastic, and brems-
strahlung). Further details are given by Salvat et al.’

Individual elastic collisions of charged particles are de-
scribed by using the database of numerical differential cross
sections of ICRU Report No. 77,%° which was generated with
the relativistic partial-wave code ELSEPA’ using the static-
field approximation. According to the ICRU, this database
provides the most reliable theoretical description available of
elastic scattering by neutral atoms for energies higher than
about 10 keV.

Material definitions were taken from the PENELOPE data-
base, which in turn was built from the database of the ESTAR
program of Berger,31 with the only exception of stainless
steel. The latter material was defined according to the chemi-
cal composition and mass density given earlier.

Simulation parameters were set for all materials as fol-
lows. The absorption energies, at which the simulation of a
particle is terminated and the remaining kinetic energy as-
sumed to be locally deposited, were set to 200 and 10 keV
for electrons (or positrons) and photons, respectively. The
parameters C1 and C2 were set to 0.05. These parameters
determine the maximum average path length between con-
secutive hard interactions of electrons and positrons in such a
way that the average angular deflection (defined as 1 -cos 6,
where 6 is the average deflection angle) and the average
fractional energy loss along each step are less than C1 and
C2, respectively. The corresponding cutoffs for inelastic and
bremsstrahlung interactions, called WCC and WCR in PENE-
LOPE, were chosen as 200 and 10 keV, respectively. The
maximum allowed step lengths, named DSMAX, were set to
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Fluence Ratio

Angle to beam axis (degrees)

FiG. 3. Ratio of photon yield calculated without the stainless steel window
of the target chamber to that with the window. Results from simulations with
EGSNRC (solid lines) and GEANT4 (dashed lines).

1/10 of the thickness of each material layer present in the
geometry.

Il.F. Benchmark comparisons

Photon yield was calculated in angular bins of 0.5°-1° for
energies greater than 0.22 MeV for the 10-30 MV bench-
marks, 0.145 MeV for the 15 MV benchmarks, correspond-
ing to the lowest energy in the published measured data.
Fluence was scaled using the inverse square law to 1 m from
the target and reported in SI units (/m?), numerically the
same as fluence per steradian, reported in the earlier publi-
cations. Fluence ratios are the calculated result divided by
the measured result.

Spectra are reported in energy bins with the same energies
and widths as the published measured spectra, binned to give
approximately the same fluence and statistical precision in
each bin. Energy fluence is plotted, as the range in energy
fluence is much less than the range in fluence over the same
energy range, making the plots more compact, with differ-
ences between curves easier to see.

In the experiment, the target chamber was removed for
measurements made at 30° and greater. The process of
benchmarking Monte Carlo codes was simplified by apply-
ing small, calculated correction factors to the fluence mea-
sured at wide angles such that only the experimental geom-
etry with the target chamber needs to be simulated. The
effect of removal of the target chamber window on the pho-
ton yield is shown in Fig. 3, calculated with EGSNRC and
GEANT4. The window increases bremsstrahlung for the Be
and Al targets, as these have lower atomic number than stain-
less steel, and decreases bremsstrahlung for the higher
atomic number Pb target. The measured fluence at 30, 60,
and 90 was corrected by the average effect from Fig. 3:
0.983, 0.977, and 0.971 for Be, 0.998, 0.996, and 0.993 for
Al, and 1.006, 1.005, and 1.000 for Pb. The shapes of the
calculated spectra were not significantly affected by removal
of the target chamber window.

I.G. Uncertainties

Only experimental uncertainties are used in the compari-
sons. The calculational precision of each simulation was



4313

15

—
=
T

Fluence (/m?)

w
T

T

ErEy ISMV

0.1

I E>0.22 MeV | E>0.145 MeV
ol | L | | Eouminl 4 ¢ ovpil i s pauia 001
10 15 20 25 30 10 100
Energy (MeV) Angle (degrees)

Faddegon et al.: Benchmarking of Monte Carlo simulation of bremsstrahlung
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S rwes

FIG. 4. Photon yield for 10—-30 MV x rays on the beam axis and for 15 MV
x rays out to the right angle from the beam axis. The published experimental
benchmark is shown with error bars for Be (plus signs), Al (crosses), and Pb
(circles), compared to results of Monte Carlo simulation with GEANT4 for Be
(dotted line), Al (solid line), and Pb (dashed line).

small compared to experimental uncertainty and safely ne-
glected. Uncertainties in the measured spectra are compa-
rable to the fluctuations seen in the plots.

Errors introduced by source, geometry, and scoring differ-
ences between the simulations and measurements were ig-
nored. The geometry was accurately known. The source was
accurately represented in the simulations as a normally inci-
dent monoenergetic beam with a uniformly distributed circu-
lar or square focal spot. The uncertainty in the beam energy
of 0.5% contributes a 1% uncertainty to the photon yield.
The approximation of the source as a circle or square of
constant fluence compared to the actual source distribution
(which was not measured) had minimal impact on the calcu-
lated photon yield. This was quantified by comparing results
of GEANT4 simulation with a point source, constant fluence in
a 0.35-cm-diam circle and a Gaussian distribution with a
0.35 cm full width at half maximum.

Scoring differences between simulation and measurement
included rebinning spectra in energy, scaling fluence by the
inverse square law, and using different angular bin widths in
the measurement and calculation. Rebinning spectra from the
10 keV bins of the simulated spectra to the variable-width
bins of the measured spectra resulted in less than a 1% error
in the calculated photon yield. Simulations with EGSNRC for
the 15 MV beam on the Pb target showed use of the inverse-
square law to scale fluence from a plane at 100 cm to a plane
at 300 cm resulted in an overestimate of fluence of close to
3% on the beam axis, dropping rapidly to under 0.5% at
angles of 4° or more. Angular bins of 1°, although much
larger than the measurement, added no more than a 2% error
to the photon yield, based on the measured dependence of
photon yield on beam angle.

lll. RESULTS AND DISCUSSION
llLA. Photon yield

Photon yields from the published experimental bench-
mark are shown with calculated yields from one of the codes
(GEANT4) in Fig. 4. Photon yield on the beam axis increases
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FiG. 5. Ratio of calculated to measured photon yield on the beam axis from
Al and Pb targets for 10—30 MV beams for photons above 0.22 MeV. The
error bars are 1 s.d. experimental uncertainty from unity.

with the square of the energy and drops two orders of mag-
nitude or more over the angular range. Photon yield on the
beam axis is similar for the different targets, as the electron
scattering power and bremsstrahlung yield scale in a similar
manner with atomic number. The increase in scattering
power results in a broader angular distribution with increas-
ing atomic number.

The ratios of the photon yields, calculation to measure-
ment, are shown in Figs. 5 and 6. Experimental uncertainty
shown in the plots includes the significant systematic uncer-
tainty in the measurement of the beam current. The values of
photon yields calculated by the different codes are the prod-
uct of the plotted photon yield ratios with the published mea-
sured values. GEANT4 results are for the low energy physics
list.

Calculated photon yields on axis from 10—-30 MV beams
from Al and Pb targets were within 1 s.d. experimental un-
certainty of the measurements for PENELOPE and EGSNRC,
and 3 s.d. for GEANT4. The EGSNRC results for Al were a
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FIG. 6. Ratio of calculated to measured photon yield out to 90° from Be, Al,
and Pb targets for 15 MV beams for photons above 0.145 MeV. The error

bars are 1 s.d. experimental uncertainty from unity.
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closer match to the benchmark than EGS4 results.' Photon
yield at angles out to a right angle from the beam axis for
15 MV for Be, Al, and Pb targets were within 2 s.d. devia-
tions for all codes, including EGS4.

In radiotherapy it is desirable to have an uncertainty under
3% in the calculated dose, relative to a standard field.>>%
The treatment field is generally confined to an angle of 15°
or less. For fluence based dose calculation codes such as
those using the Monte Carlo method, this requires calcula-
tion of the fluence off-axis relative to the fluence on the
beam axis with an accuracy of 1%-2%. The uncertainty of
the measured relative fluence for beam angles out to and
including 10° is 3%. This uncertainty is lower than for pho-
ton yield as the relative beam current is known to higher
accuracy than the absolute beam current. The ratio of calcu-
lated to measured photon yield at 15 MV in this angular
range relative to the ratio at 2° (from Fig. 6) is as high as 2%
for EGSNRC, 4% for PENELOPE, and 5% for GEANT4 (7% for
Be at 10°), within 2 s.d. of the experimental uncertainty.

Errors in the calculation of the photon yield are attributed
to errors in the electron transport, in particular, the multiple
scattering, or errors in bremsstrahlung cross sections. For
example, an overestimate of photon yield on the beam axis
would result from the electron scattering power being to low
or the bremsstrahlung production in the forward direction
being too high. Other aspects of the radiation transport such
as electron energy loss and photon attenuation and scatter are
handled with sufficient accuracy with these codes for calcu-
lation of the photon yield.

The measured photon yield drops more slowly with angle
than the calculated result, regardless of Monte Carlo code.
This could be due to a common problem with the simulations
such as the different distance from the target to detector in
the simulations and measurement. The trend is within experi-
mental uncertainty. Therefore, a more accurate experimental
benchmark is needed to establish whether this trend is real.

lll.B. Photon energy distributions

Calculated and measured energy distributions are com-
pared in Fig. 7 on the beam axis for beam energies of 10, 20,
and 30 MV and in Figs. 8 and 9 at 15 MV for angles of 1°,
4°.10°, 30°, 60°, and 90°. Similar results were obtained for
the other energies and beam angles. The calculated spectra
are generally in close agreement with the measured spectra.

Results for all of the codes for photon energies over
5 MeV are in close agreement with measurement for the Pb
target at all angles and the Be and Al target at the larger
angles. There is a large discrepancy in the high-energy tail of
the energy distribution at large angles for the Be target, dis-
cussed shortly. Fluence from the lower atomic number tar-
gets at photon energies of around 5 MeV was overestimated
at the smaller angles by as much as 10% by all of the codes.
The fluence of photons (per incident electron) below
2-3 MeV for the lower atomic number targets at small
angles was overestimated by EGSNRC and PENELOPE by as
much as 15% and by GEANT4 by as much as 20%. An over-
estimate at low energies is apparent for the Pb target as well
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Fi1G. 7. Photon energy fluence distributions on the beam axis at 10-30 MV
from Al and Pb targets. Measurements compared to calculations with
EGSNRC, GEANT4, and PENELOPE. Results are representative of those at 15 and
25 MV.

with GEANT4. The differences from the measured spectra are
attributed to errors in the bremsstrahlung cross section, with
too few high-energy photons and too many low-energy pho-
tons generated in the simulation at small beam angles.

There are large differences between measurement and
simulation for the Be target at 60° and 90° in the higher
energy region where the measurement suffers from low
counting statistics. The discrepancy suggests an error in the
measured fluence on the higher energy side of the spectrum
at the two largest angles, possibly associated with problems
with background measurement, noise, unfolding the detector
response or the contribution of charged particles to counted
events in the Nal detector.

The excess counts at large angle from the Be target could
be high energy electrons that leaked from the target and man-
aged to make it to the detector through the collimator (Fig.
1). Since the bremsstrahlung fluence at wide angles is very
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FiG. 8. Photon energy fluence distributions at small angles at 15 MV from
Be, Al, and Pb targets. Measurements compared to calculations with
EGSNRC, GEANT4 and PENELOPE. Results are representative of those at 0° and
2°.
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FI1G. 9. Photon energy fluence distributions at large angles at 15 MV from
Be, Al, and Pb targets. Measurements compared to calculations with
EGSNRC, GEANT4, and PENELOPE.

low for the Be target, due to the low bremsstrahlung yield
and electron scattering power, the contribution of the elec-
tron contamination from the pretarget material would be
highest for this case, which could explain why the effect is
most apparent for the Be target. The contribution of electron
fluence to the total fluence was calculated with EGSNRC in a
simulation of the 15 MV beam incident on the pretarget and
target material without the target chamber, with no brems-
strahlung splitting but ten times the number of source elec-
trons, to emphasize the electron contamination. Results
shown in Fig. 10 show significant electron fluence in the
2—10 MeV energy range for the Be target, corresponding to
the energy range of the discrepancy between measurement
and simulation. The effect was much less for the Al target, as
expected. From the simulation with the Be target, the elec-
tron fluence at 60° (integrated over energy) was only 25% of
the total fluence. A prominent peak at 14.7 MeV due to scat-

' \
— Be - 30
2—aBe - 60
+—+Be - 90
L »--x Al - 30
&--4 Al - 60
+--+ Al -90

_
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I

Relative Electron Fluence
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Fic. 10. Electron fluence in energy bins relative to total fluence in the en-
ergy bin (electrons and photons), in geometry with air between target and
scoring surface for 15 MV beams from Be and Al targets at the widest
angles, calculated with EGSNRC, options set 1. There was no collimator in the
simulation.
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ter from the pretarget material constituted 8% of the fluence
and could be responsible for a significant portion of the ex-
cess counts if most of those electrons made it to the detector.
A separate simulation of a narrow beam of 14.7 MeV elec-
trons normally incident on 380 cm of air followed by the
20-cm-thick, 2.54-cm-diam detector collimator of Pb showed
that the collimator did little to degrade the energy of the peak
and only 0.5% of the electrons reached the detector. This
rules out the possibility that these excess counts are due to
electron contamination.

lll.C. Cross-section data

Both EGSNRC and GEANT4 were run with different sets of
cross section data to determine whether one data set is pre-
ferred over another to match the experimental benchmark.
The photon yield was insensitive to the photon cross sections
used, as the targets were relatively thin, having transmission
around 30%. For example, the EGSNRC results calculated
with the Storm and Israel or XCOM photon cross sections
were within 1% of the photon yield calculated with the
EPDL photon cross sections. The energy distributions were
all within 2%.

The Bethe-Heitler bremsstrahlung cross section (BH)
available with EGSNRC gave somewhat different results than
the NIST cross section. The 10—-30 MV photon yield on the
beam axis calculated with BH compared to those calculated
with NIST were low by 0.3%-0.8% for Al and high by
1.0%-1.7% for Pb. Significant differences in the 15 MV
photon yield from 0° to 90° was limited to photon energies
below 1 MeV where the photon yield was underestimated at
the lowest energies in the spectrum (0.15-0.2 MeV) by up
to 20% for Be, 7% for Al. This resulted in a photon yield that
was 2%—-4% low for Be, 0.8%—1.2% low for Al, and 0.2%—
1.5% high for Pb, depending on angle.

Sarfehnia et al.’ reported EGSNRC results were accurate to
“better than three orders of magnitude as compared to the old
EGS4 code.” Their statement is inconsistent with the results
shown in their Fig. 5 and the close agreement between pub-
lished EGS4 results’ and those calculated with EGSNRC,
shown in Fig. 9.

GEANT4 simulations were done to determine whether pho-
ton yield is overestimated when using the standard physics
list, as suggested in a recent publication.34 The yield of pho-
tons over 0.145 MeV for the 15 MV beams calculated with
GEANT4 using the standard physics list and a 0.1 mm range
cut were 8%—11% higher than those calculated with the low
energy physics list at small angles out to and including 4°.
The yield at angles of 30° and over was up to 16% higher for
the Be target, 9%—12% higher for the Al target, and 5%
higher for the Pb target. There was a trend of an overestimate
of fluence of photons with energies below 2—4 MeV at the
larger beam angles, below 5 MeV or so at the smaller beam
angles.

lll.D. Pretarget material

The energy and angular distributions of photon yield are
not impacted much by the small amount of material upstream
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FiG. 11. Proportion of photons from the material upstream of the target,
with energies greater than the threshold in the measurement, calculated with
EGSNRC, option set 1: (a) 10-30 MV results on the beam axis, and (b)
15 MV results showing dependence on angle. Plots are fluence from the
pretarget material relative to total fluence. Results of simulations with the
target chamber removed have the points marked with crosses.

of the target, as shown for the removal of the target chamber
window in Fig. 3. At small angles, this is due to an approxi-
mately even trade-off between the influence of the increase
in scattering power and bremsstrahlung yield with atomic
number. At wide angles, photons are mostly from brems-
strahlung from widely scattered electrons in the target and
photon scatter in the target. This argument was used in the
past to justify the small amount of material upstream of the
target. However, a quarter to half the photon yield near the
beam axis is from material upstream of the target, even when
the target chamber is removed (Fig. 11). The results shown
are for normal incidence. The beam will have a certain
amount of angular spread that could reduce the contribution
from the pretarget material. However, simulations done with
a 1° angular spread, a reasonable maximum for the beams
used in the measurement, gave comparable results. There-
fore, the benchmark would be improved by reducing the
amount of pretarget material, or by placing the target in
vacuum.

IV. CONCLUSIONS

The results reported are the most accurate and compre-
hensive benchmarking of Monte Carlo codes for thick-target
bremsstrahlung at radiotherapy energies to date. The energy
used in the simulations was more accurate than used in pre-
vious publications. The simulations were run using the latest
revisions of codes widely used in radiotherapy.

Differences in the results obtained with the different codes
were due to a combination of differences in radiation trans-
port methodology, techniques employed for efficiency gain,
cross-section data used in the simulations, and details of the
implementation (coding). A sufficient number of source par-
ticles were simulated so that statistical precision did not play
a significant role.

Monte Carlo simulation is capable of calculation of thick-
target bremsstrahlung yield to 5%, the angular distribution of
fluence to 3%, and fluence differential in energy to 10% at
intermediate energies, 15% at lower energies, for angles out
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to 30°. EGSNRC and PENELOPE were the most accurate of the
codes tested, when using the specified radiation transport pa-
rameters. The codes were close to indistinguishable in their
calculation of the yield of photons at energies over
2-3 MeV. Fluence in the low-energy part of spectra from
the lower atomic number targets was overestimated with all
of the codes. In all cases the spectra were calculated with
sufficient accuracy for a wide variety of applications in ra-
diotherapy where the result is insensitive to the relatively
small amount of energy carried by these low energy photons.
Care needs to be taken in calculations sensitive to the rela-
tive fluence of low energy photons in the spectrum, such as
the response of a flat panel detector to an unflattened beam
produced by a low atomic number target.

The measured angular distribution of fluence, with an un-
certainty of 3%, is not as accurate as the 1%—2% desired in
radiotherapy. A more accurate measurement of relative flu-
ence profiles would be a useful benchmark for thick-target
bremsstrahlung simulation. Applications that could benefit
from the benchmark include radiotherapy dose calculation in
regions with inhomogeneities, a steep dose gradient, or low
transmission, detector response calculation, activation analy-
sis, and calculation of leakage. Benchmarks of bremsstrah-
lung yield on the beam axis would be further improved by
reducing the amount of material upstream of the target.

One might argue that the fluence benchmark used in this
work is sufficiently accurate since an error in the simulation
of the angular distribution of fluence may be compensated by
adjustment of source and geometry parameters in the treat-
ment head simulation. However, the possibility of an error in
the fluence profile of a few percent may significantly impact
the accuracy of the calculated quantity of interest. Lacking
an accurate benchmark, this would need to be rigorously
evaluated for the calculated quantities for all expected varia-
tions in the geometry (beam modifiers, patient, detectors,
etc.).

Simulation parameters were chosen to give the most ac-
curate radiation transport available for each code for the cal-
culation of photon yield in the experimental geometry. Ra-
diation transport and cross-section parameter choices other
than the ones used in this study could improve calculation
efficiency without loss of accuracy. Results can be calculated
by users of the different Monte Carlo codes with the param-
eters used here and compared to results calculated with a
modified parameter set to determine more optimal param-
eters for a particular geometry and endpoint.
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