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Abstract
We have extended our previous studies of calculating acidity constants for the acidic residues found
in the turkey ovomucoid third domain protein (OMTKY3) by determining the relative pKa values
for the basic residues (Lys13, Arg21, Lys29, Lys34, His52, and Lys55). A polarizable force field
(PFF) was employed. The values of the pKa were found by direct comparison of energies of solvated
protonated and deprotonated forms of the protein. Poisson Boltzmann (PBF) and Generalized Born
(SGB) continuum solvation models represent the hydration, and a non-polarizable fixed-charges
OPLS-AA force field was used for comparison. Our results indicate that (i) the pKa values of the
basic residues can be found in close agreement with the experimental values when a PFF is used in
conjunction with the PBF solvation model, (ii) it is sufficient to take into the account only the residues
which are in close proximity (hydrogen bonded) to the residue in question, and (iii) The PBF solvation
model is superior to the SGB solvation model for these pKa calculations. The average error with the
PBF/PFF model is only 0.7 pH units, compared with 2.2 and 6.1 units for the PBF/OPLS and SGB/
OPLS, respectively. The maximum deviation of the PBF/PFF results from the experimental values
is 1.7 pH units compared with 6.0 pH units for the PBF/OPLS. Moreover, the best results were
obtained while using an advanced non-polar energy calculation scheme. The overall conclusion is
that this methodology and force field are suitable for accurate assessment of pKa shifts for both acidic
basic protein residues.
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I. Introduction
Acidity constants of protein residues play an important role in protein stability and function.
Therefore, predicting protein pKa shifts is very beneficial because obtaining pKa values
experimentally is not always feasible. Calculating these values, however, is a highly
challenging task. When a chemical group (residue) is positioned in a protein, its electrostatic
environment is very different from the same group being hydrated in bulk water. Moreover,
the protein conformation affects the geometry of the residues. pKa shifts, therefore, depend on
many-body effects by nature.

Several groups have attempted to calculate the relative pKa values including pKa shifts for
proteins and for protein residues within different proteins1–25. Three general methods have
been employed for this task: quantum mechanic (QM) methods, linear free energy
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relationships, and empirical force fields. Quantum mechanical or combined quantum
mechanical/molecular mechanical calculations can produce pKa values in a good agreement
with experimental data10,14–16. However, this approach is limited by the size of the system to
be considered and the level of the quantum mechanical theory. Such calculations also require
a dielectric continuum approximation for the solvation, and the solvation model has to be well
parameterized and suitable for the task, which in itself is a very significant challenge. A linear
free energy relationship can be used to fit pKa values to an extensive database20. However,
transferability of the parameters to a system not present in the fitting set is always questionable.

Finally, simulations with empirical force fields can be used to assess the pKa shifts for protein
residues. The hydration can be simulated with an explicit model9,12,23, or more commonly, a
continuum dielectric model1–7,15–19,21,23,24. The most typical technique is to employ a fixed-
charge description for the protein and to assign an effective dielectric constant to the protein
(e.g., the Tanford-Kirkwood method8,26). However, assigning an effective dielectric constant
to the protein interior has a vague physical meaning, and the optimal value of this constant also
remains a controversy (values between 2 and ca 203,5,6,19,21), and the accuracy is not
guaranteed. Additionally, these calculations seem to reqire inclusion of the electrostatic
interactions of residues separated by large distances, but experimental and theoretical evidence
supports the primary importance of the immediate environment of the ionizable residue16,27.

We have previously published results of successfully reproducing pKa shifts of carboxyl
residues in the turkey ovomucoid third domain (OMTKY3) with a polarizable force field for
proteins17. Briefly, the following calculations were carried out. Acidic residues together with
the residues with hydrogen bonds with the former ones were simulated explicitly. These
systems were surrounded by continuum solvent, in both Generalized Born and Poisson-
Boltzmann formalisms. Geometry optimizations were carried out, with the backbone parts
fixed, but with most of the side-chain atoms permitted to move. These calculations were carried
out for both protonated and deprotonated forms of the acidic residues (Asp and Glu), as well
as the reference systems (acids), the relative energies were used to produce the pKa shifts. This
formalism is essentially the same as described in more detail below. The accuracy was
uniformly good with the average error of 0.58 pH units and with the maximum deviation of
only 0.8 units. This result was achieved without any specific fitting of the parameters to the
acidity constant calculations. The polarizable model was parameterized to reproduce
electrostatic properties of the systems in an arbitrary environment. We believe it was this
physical robustness which led to the successful reproduction of the protein pKa shifts. The
electrostatic part of the model employed point charges and point dipoles, and the dielectric
constant was equal to 1.0 within the protein.

In this article we extend the range of the considered system to the basic residues of OMTKY3.
The system was chosen because of the extensive amount of experimental and computational
pKa data available. The relative pKa values of the acidic residues have been studied
comprehensively compared with the basic ones.

OMTKY3 is a 56-residue protein solved by both x-ray crystallography and NMR28,29. The
protein has five acidic residues (Asp7, Glu10, Glu19, Asp27, and Glu43) and six basic residues
(Lys13, Arg21, Lys29, Lys34, His52, and Lys55). Of the six basic residues, Lys29 is in close
proximity to Asp27 for a potential interaction of the side chains. Lys34 lies within the protein
while the other basic residues are exposed to the solvent. Lys55 resides 3.7 Å from Tyr20, and
Lys34 resides 3.8 Å from Tyr11. Nδ of His52 has a potential hydrogen bond interaction with
the carboxyl group within its backbone.

We present calculations for the relative pKa values of the six basic residues in OMTKY3. We
have employed both the polarizable force field (PFF)30 and the fixed-charges OPLS-AA31.
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Comparisons were also made between the Poisson Boltzmann (PBF) and Surface Generalized
Born (SGB) continuum solvation models when using the OPLS-AA force field. Moreover, an
advanced treatment of the non-polar contribution to the solvation energy32 available in the
Impact software package33 was used and its superiority for the task was confirmed. The
simulation details are presented in the next section followed by the results and discussion in
section III and by the conclusions in section IV.

II. Method
Force Fields

Both a polarizable force field (PFF)30 and the fixed-charges OPLS-AA31 force field were
employed. The details of building the PFF has been described elsewhere30,34. A brief outline
is as follows.

The total energy Etotal is computed as a sum of five energy terms: the electrostatic term
Eelectrostatic, the nonelectrostatic van der Waals (vdW) term EvdW, bond stretching Ebonds, angle
bending Eangles, and torsional rotation Etorsion.

(1)

The total electrostatic energy Eelectrostatic of the model is defined by the interactions of fixed-
magnitudes atomic charges, point dipoles, and inducible point dipoles.

(2)

where Jij,kl is a scalar coupling between bond-charge increments on sites i,j and k,l for qij and
qkl. Sij,k is a vector coupling between a bond-charge increment on sites i,j and a dipole on site
k µk; a rank-two tensor coupling, Ti,j, describes the interactions between dipoles on sites i and
j. ai is the polarizability of site i. Parameter χi describes “dipole affinity” of site i.

In accordance with the Coulomb formalism, we assume:

(3)

(4)

(5)

where inducible dipoles are placed on all heavy atoms and on some polar hydrogens34. Fixed
charges q and permanent dipoles defined by the “dipole affinities” χ are present on all atoms.
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Point charges representing electron lone pairs are placed on sp2 and sp3 oxygen atoms with
the virtual site – oxygen distances set to 0.47 Å (“virtual sites”).

The electrostatic parameters were fitted to reproduce the quantum mechanically determined
electrostatic potential and its reaction to perturbations; B3LYP density functional theory (DFT)
with the cc-pVTZ(−f) basis set of Dunning35 was used for the QM calculations.

The overall non-electrostatic pair potential form is:

(6)

where the A parameter is set so that the 1/r12 term is close to zero in the hydrogen bonding
region but is large enough to prevent atoms from being positioned too close, thus penetrating
the nonphysical region of the phase space. After the electrostatic part of the force field is ready,
fitting of the vdW parameters is completed. The repulsion parameters C and B are produced
to ensure the correct gas-phase dimerization properties, as compared to the high-level ab
initio results. The procedure is based on an extrapolation scheme utilizing LMP2/cc-pVTZ(−f)
and LMP2/cc-pVQZ data34,36.

The bond stretching and angle bending terms have the standard harmonic functional form, and
the torsional energy is described by a sum of Fourier series.

(7)

(8)

(9)

where Kr and KΘ represent the force constants; r, req, Θ, and Θeq are actual and equilibrium
values of bond lengths and angles, respectively; and φ represents the dihedral angles. All the
parameters in Equations are taken directly from the OPLS-AA force field31.

For the non-polarized calculations, the standard OPLS-AA functional form was used, with the
Eelectrostatic and EvdW terms in eqn. ( 1 ) replaced by the sum of the Coulomb and Lennard-
Jones contributions for pairwise intra- and intermolecular interactions:

(10)

The coefficient fij is equal to 0.0 for any i-j pairs connected by a valence bond (1–2 pairs) or a
valence bond angle (1–3 pairs). fij = 0.5 for 1,4-interactions (atoms separated by exactly 3
bonds) and fij = 1.0 for all other cases. Standard OPLS-AA parameters are employed.
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pKa Calculations
Previously, our group calculated the pKa shifts for the acidic amino acids in turkey ovomucoid
third domain (OMTKY3)28. We are using the same formalism for the basic residues. The
relative pKa values are calculated from the free energies of both the residue (A) and its acidic
or basic reference system (acid, or side chain).

(11)

(12)

The relative pKa values can then be defined as

(13)

(14)

From there, the difference in pKa values between the residue and its corresponding acidic or
basic side chain can then be calculated. When rearranged, the equation can yield the relative
pKa value of the residue.

(15)

(16)

Values of the energies G(A−), G(A-H), G(acid−), and G(acid-H) are obtained via geometry
optimizations with Poisson-Boltzmann (PBF) and Surface Generalized Born (SGB) continuum
solvent models. All the geometry optimizations were carried out with the Impact software
suite33.

The initial conformations for the six basic residues (Lys13, Arg21, Lys29, Lys34, His52, and
Lys55) were obtained from the experimental OMTKY3 geometry (pdb ID 1omu28). The
structure of OMTKY3 was determined in an aqueous solution with a neutral pH, and therefore
the basic residues were protonated. In this project, the residues were simulated in both the
protonated and the deprotonated states. Each deprotonated state was represented by a different
number of conformations depending upon the number of hydrogens bonded to the protonated
residue (Figure 1 – Figure 4). For instance, histidine had two hydrogens covalently bonded to
two different nitrogens (Nδ and Nε); and the deprotonated histidine had two structures
simulated.

We follow the formalism introduced in the previous work17 for choosing only a part of the
OMTKY3 protein to be represented explicitly. Results of both experimental and computational
studies7,15,17 suggest that the immediate chemical environment of ionizable residues plays the
most significant role in defining the acidity constant shifts for these residues. Therefore, we
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chose to work with a relatively small subset of the protein. The models for the acidic residues
were originally suggested and used for quantum mechanical calculations15. In a nutshell, we
included the residues in question and those residues with hydrogen bonds to them.

The residues were capped with an acetyl group on the N-terminus and an N-methylamine group
on the C-terminus except for Lys29. Because Lys29 has a potential interaction with Asp27,
the residue sequence was Ac-Asp-Asn-Lys-NMe. Additionally, coordinates for the reference
systems were taken from the residues. Lysine was represented by n-pentylamine (pKa
10.638), histidine by 4-ethylimidazole (pKa 7.5538), and arginine by n-butylguanidine (pKa
12.48 from methylguanidine38).

All structures were minimized with Impact 3.033. Geometries were constrained, except as
follows. In order to avoid errors in energy caused by using a completely rigid structure, some
atoms in the residues at hand were allowed to move in the course of the geometry optimizations.
The exact breakdown of fixed and movable atoms is shown on Figure 1–Figure 4. The parts
of the molecules shown in bold were kept fixed, while the non-bold ones were permitted a
complete flexibility. Therefore, we believe that the structures were relaxed enough to avoid
any force-field artifacts which could result from employing the unmodified PDB structures
and, more importantly, this flexibility permitted the differences in geometries resulting from
the protonated-deprotonated transition to manifest and to be taken into the account. At the same
time, geometry optimizations were used and therefore, no thermodynamic sampling which
would be present in Monte Carlo or molecular dynamics simulations was present.

Lys29, however, had no constraints on the neutral side chain allowing the side chain to move
freely. The reasons for making this exception are considered in more detail in the next section.
The minimizations were carried out with either the Generalized Born or the Poisson Boltzmann
continuum solvent model39,40. Both solvent models had an internal dielectric constant of 1.0
and a nonbonded cutoff of 100.0 Å. The nonbonded list was updated every 1000 steps. Two
different force fields were employed for this work: OPLS-AA31 and the polarizable force field
(PFF)30; the PFF was only used in conjunction with the Poisson Boltzmann continuum solvent
model. Additionally, an advanced treatment of nonpolar solvent effects were included for some
of the simulations32 to represent better the hydrophobic protein environment.

Briefly, the formalism was as follows (see Reference 32 for a complete description and
discussion). The non-polar terms was generally in the following form:

(17)

The summation runs over all the atoms. γ(ti) and α(ti) denote parameters for the atom type ti
of the atom i, and Ai stands for the solute-accessible area of the same atom. Therefore, the
parameter . γ(ti) is in the essence a representation of the surface tension, while the presence of
α(ti) means that even a buried atom contributes to the solute-solvent interaction. The expression
was further modified to include a function of the Born radius Bi, and the final form of the latter
was:32

(18)

where
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(19)

a, b, and c were parameters of the theory.32 The nonpolar term was used as implemented in
Impact 3.0.33

Simulations for each minimized structure consisted of ten cycles of conjugate gradient
minimizations. Each minimization cycle ran for a maximum of 10,000 steps before the next
cycle of minimizations began. The r.m.s.d. of the system had to converge within 0.05 Å, and
the energy change had a convergence criterion of 1.0 × 10−6 kcal/mol. Minimizations began
with an initial step size of 0.05 and ended with a maximum step size of 1.0. The conformation
with the lowest free energy was then used as the initial guess for the next minimization. This
procedure was repeated for a total of five runs per structure to ensure convergence.

III. Results and Discussion
A comparison was made between our results, the experimental pKa values, and relative pKa
values calculated from NMR models. The NMR-calculated pKa values were determined using
CHARMM with the Poisson Boltzmann continuum solvent6. All the acidity constant results
are shown in Table 1 and Table 2. Overall, the PBF/PFF combination yields the best result,
with the average error of only 0.7 pH units – if the advanced nonpolar energy treatment is
employed in the solvation model (Table 2). If the non-polarizable OPLS force field is used,
the PBF solvation model is clearly superior to the SGB model with ca. 2.1–2.2 pH units average
error. No overall accuracy gain seems to be exhbited with the nonpolar term if the fixed-charges
OPLS-AA force field was used; yet, it offers an advantage for the polarizable model as seen
by comparing the results in Table 1 and Table 2. We believe that the lack of improvement
which would be produced by the advanced nonpolar term in the OPLS-AA case is explained
by the intrinsic inability of the fixed-charges model to accurately capture energetic effects
introduced by such strong perturbations as the deprotonation considered in calculating the pKa
shifts of the residues. It can be seen from the data in Table 1 and Table 2, that the errors in the
OPLS-AA numbers are not systematically increasing or decreasing with the introduction of
the new non-polar term, not do the number systematically shift up or down. Therefore, it
appears that the errors in the energies introduced by the electrostatic rigidity of the fixed-
charges model are simply too great to permit the pKa values to become more accurate by simply
changing the solvation model. At the same time, the polarizable force field is by nature more
accurate in its response to the changing electrostatic environment, and thus the improvement
of the solvation model is removing a more significant part of the deviation from the
experimental data. Moreover, since the intrinsic error of the polarizable force field is smaller
than for the fixed-charges one, it can be expected that a higher level of accuracy could be
achieved in creating a new solvent model for the former. The solvation parameters will be
representing the solvent effect itself, and will not be used to compensate for the deficiencies
of the non-adjusting fixed charges. Therefore, one would expect that such a solvation model
will be more transferable.

Histidine 52 Residue
Histidine seemed to be the most difficult residue for which to calculate the relative pKa value.
The other residues involved alkanes while histidine had a five-membered imidazole ring.
Lysine and arginine had similar free energies for the deprotonated residues; His52, on the other
hand, had a lower free energy when the hydrogen was covalently bonded to Nε. When simulated
using PBF/PFF with the nonpolar solvation term, the relative pKa of His52 was within 0.1
pKa units of the experimental value. The simulation of His52 without the nonpolar term in the
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continuum solvation energy was within 1.4 pH units of the experimental value, but neither the
SGB/OPLS nor the PBF/OPLS simulation could predict a reasonable relative pKa value for
His52. Polarizability appears to play a role in the imidazole ring, and because the OPLS-AA
force field does not account for this, neither solvent model could achieve a relative pKa value
similar to the experimental one.

Arginine 21 Residue
Of all the relative pKa calculations, Arg21 had pKa values less than 3 pH units from the NMR-
calculated value for all solvent and force field models except PBF/PFF — if the advanced
nonpolar term was not included in the solvation energy calculations. The relative pKa value of
Arg21 was not determined experimentally by Forsyth et al. Based upon energetics, the PBF/
PFF simulations appear to be more stable than their OPLS-AA counterparts. The deprotonated
residue and side chains are actually more stable when simulated with PBF/PFF; the
deprotonated residue simulated in SGB/OPLS with the nonpolar effects, however, had a lower
energy compared with the PBF/PFF simulation. The polarizability may account for the
energetic stability in this case, but arginine has a δ-guanidino group which is affected by the
solvent. When the advanced nonpolar term is included, |ΔΔG| drops considerably, and the
absolute error follows suit. Both SGB/OPLS simulations have pKa values deviating more than
1 pH unit from the NMR-calculated pKa result. The SGB solvent model has been shown to
overstabilize nonbonded interactions41, which explains the high pKa predictions and tends to
overestimate the atomic radius, which in turn, affects the electrostatics32.

Arg21 simulations performed with PBF/OPLS offer an accurate estimate to the NMR-
calculated pKa value, the acidity constant is similar to that obtained using the PBF/PFF model
with nonpolar effects. This similarity suggests that PBF/OPLS can offer good pKa values for
arginine residues. There is, however, a conformational dependence of the pKa values. When
arginine was simulated using generic, not protein-specific coordinates provided by Impact 3.0,
the absolute pKa error was 0.8 pH units for PBF/OPLS, 2.1 units for PBF/OPLS with nonpolar
effects, and 0.1 units for PBF/PFF with nonpolar effects. Base on these results, PBF/OPLS
either with or without the nonpolar effects will not necessarily provide relative pKa values as
close to experimental or NMR-calculated ones as produced by the polarizable force field.

Lysine 29 Residue
Lys29 was the only basic residue that had a potential hydrogen bonding interaction; within
proximity to Asp27. When simulated with SGB/OPLS either with or without the nonpolar
effect, the relative pKa value was quite high, over 20 pH units. The total free energies for the
simulations were lower than the free energies of the other simulations, which indicated that
the interactions were stabilized, probably by the hydrogen bonds. As stated in the explanation
for Arg21, SGB tends to overestimate the atomic radius thereby affecting the electrostatic
interactions and the pKa values.

As mentioned in the Methods section, the neutral Lys29 was simulated without constraints
upon the side chain. By removing the constraints, the side chain was able to move away from
Asp27, which as noted earlier, had a possible interaction with the charged side chain (Figure
5). The interaction distance increased from 3.24 Å to ca. 5.7 – 6.8 Å. This alleviated the strain
on the system and permitted a more accurate calculation of the relative pKa value for Lys29.
Such a choice makes sense because the PDB structure contains the protonated Lys29 residue,
and the deprotonated state will exhibit a noticeably different geometry, as is indeed shown on
Figure 5.

Click and Kaminski Page 8

J Phys Chem B. Author manuscript; available in PMC 2010 June 4.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



Residues Lys13, Lys34, and Lys55
The three remaining residues (Lys13, Lys34, and Lys55) had no hydrogen bonds with other
residues withn the protein. Lys34 appeared to be internal compared with Lys13 and Lys55,
which were exposed to the solvent. As expected, the three residues had large absolute pKa
errors when simulated in either SGB/OPLS models. The pKa error of Lys34 was greater than
3.0 pH units when simulated in PBF/PFF without any consideration for the nonpolar effects,
and Lys55 had an error of 1.6 units when simulated in PBF/OPLS with the nonpolar effects
enabled. Otherwise, the pKa errors were less than 1.5 pH units for the remaining simulations.

The PBF/PFF error for the Lys34 residue was reduced from 3.7 to 0.3 pH units by using the
advanced nonpolar treatment as shown in Table 2, which indicates that the nonpolar term may
better represent the internal hydrophobic environment of a protein. Yet, the OPLS results were
marginally affected with either the PBF or the SGB solvation model. Overall, the PBF/OPLS
performs rather well in this case.

As stated earlier, atomic positions can significantly affect the calculation of relative pKa values.
Lysine, for example, offers an absolute pKa error of less than 1.0 pH units for PBF/OPLS, PBF/
PFF and PBF/PFF with nonpolar effects when simulated using the generic , non-protein specific
coordinates provided by Impact. Yet, the average pKa errors (Arg, His, and Lys) were less than
1.0 pH unit for the residues simulated in PBF/PFF with consideration of nonpolar effects.
Overall, while the PBF/PFF combination with the advanced nonpolar term is the best one for
the Lys residues, it looks like the three lysine residues which have no hydrogen bonds to the
rest of the protein (Lys13, Lys34, and Lys55) can be simulated reasonably well with the
nonpolarizable OPLS force field. This is true for the PBF solvation model but not for the SGB
solvation model. This suggests that reproducing the solvent polarization is much more
important for this residues than the solute one, which is not suprising given that the protonated
lysine residues are positively charged.

At this point, we would like to compare the results of this research, as well as of our calculations
presented in Reference 17, with those arising from protein pKa calculations described in
References 23 and 42. The former addresses explicit and implicit solvent models used with
AMBER and CHARMM force fields to evaluate pKa values of aspartic acid residues in
thioredoxin. Molecular dynamics simulations were employed, but the force fields did not
include explicit electrostatic polarizability. The results are presented in Table 3. It can be seen
that the explicit solvent simulations lead to the average pKa errors of 1.9–2.6 pH units, with
the maximum deviations of ca. 3.2–4.5 unites, which is not inconsistent with the results
presented in this article and in Reference 17 for the fixed-charges force field. The authors of
that work themselves admit that such a great magnitude of the error is likely to stem from the
absence of the explicit treatment of the electrostatic polarization.23 The results of the continuum
solvent simulations are significantly better, even though both the average and the maximum
deviations from the experimental results are still not as good as those presented for the PFF in
this work and in Reference 17. Moreover, only three residues are covered, while we have
simulated a total of eleven. Nevertheless, the importance of the thermodynamic sampling, as
suggested by the authors of the work in Reference 23 seems to be clear, and this is a direction
which we hope to explore in the future to improve our results for the pKa shifts even further.
Furthermore, the continuum solvent model does present a model of polarization. The very fact
that this permits to improve the results as compared to the non-polarizable fixed-charges
explicit solvent can probably serve as a proof, albeit indirect, of the need to explicitly address
the electrostatic polarization in protein pKa calculations.

The authors of the work in Reference 42 used a different approach. They have calculated the
Asp20 and Asp26 pKa shifts in the thioredoxin with the molecular dynamics approach and
fixed charges, but the chares employed were obtained with the Ppolarized Protein-Specific
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Charges (PPC) procedure. Briefly, quantum mechanical calculations are run for a protein
subsystem, and the electrostatic potential fitting is used to derive the charges. While these
charges themselves are fixed in the simulations which follow, they are nevertheless produced
for a specific protein structure and environment, and thus can be expected to perform better
than generic protein charges which are supposed to be transferable to any protein, for as long
as they are used in the correct aminoacid. The error in the Asp26 pKa was 0.15 pH units, and
it was 0.73 units for Asp20. While these results themselves are excellent, our PFF not only
performs uniformly well on a large set of data, but also has an intrinsic advantage of having
the polarizable parameters fitted once and for all. These parameters are taking care of the
electrostatic response automatically in the process of the simulations, without any need to
derive fixed charges from quantum mechanics for each new protein structure. The quality of
our results stems from the adequate physical description of the protein electrostatics and not
from any conformation-specific refitting.

Moreover, the errors listed in Reference 42 for the Asp26 and Asp20 pKa values obtained with
a fixed-charges AMBER force field were 3.15 and 1.15 pH units, respectively. We believe that
this bears witnesses to the importance of using an adjustable electrostatics. Apparently, just
like in the work presented in Reference 23, an adequate thermodynamic sampling in itself is
not sufficient to correctly reproduce pKa shifts in proteins.

It is also worth mentioning that our assumption that only the immediately neighboring and
hydrogen boned residues have to be included in the calculations in order to produce accurate
assessment of the protein pKa shifts has been proven to work well again. As shown in Table
2, the relatively small parts of the whole OMTKY3 protein shown on Figure 1 – Figure 4 and
employed in our calculations were sufficient to produce the good results. Moreover, the same
formalism worked well in our calculations of pKa shifts in the Asp and Glu residues of
OMTKY.17 The average error in pKa values was found to be 0.58 pH units, with the maximum
deviation of 0.8 units. Furthermore, experimental studies of the OMTKY3 have also
demonstrated that mutations of the residues beyond the immediate proximity has little effect
upon the pKa shifts of the acidic residues.7 At this point, we cannot be absolutely confident
that this hypothesis will remain valid for other proteins, but the consistency of the above results
suggests that this might well be the case.

The above notion has yet another positive implication. None of the six residues considered in
this work were in an immediate nearness to each other. Therefore, none were explicitly included
in calculations of pKs values of another residue. Thus, the combinatorial problem of
considering all possible compositions of the protonated and deprotonated residue A, interacting
with the protonated and deprotonated residue B, interacting with protonated and deprotonated
residue C, etc. did not emerge. Each residue was considered independently. And while the
Lys29 case did include the ionazable Asp27 residue in the vicinity, the acidity constant of the
latter is so low (pKa = 2.3) that we could simply assume its presence in the deprotonated form.

IV. Conclusions
Following the success of our previous calculations of pKa shifts for the acidic residues of the
OMTKT3 protein, we have calculated values of acidity constants for six basic residues (Lys13,
Arg21, Lys29, Lys34, His52, and Lys55) of the same protein. A polarizable force field was
employed, as well as the fixed-charges OPLS-AA with both the Poisson Boltzmann and the
Generalized Born continuum solvation models. Moreover, the effect of utilizing an advanced
treatment of nonpolar solvation effects was also tested.

The polarizable force field was demonstrated to produce results superior to the fixed-charges
OPLS-AA, and the choice of the continuum solvation model was certainly important in using
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the OPLS force field. The average pKa error with the PFF was found to be only 0.7 pH units
compared with 2.1–2.2 units for the PBF/OPLS model.

The choice of the continuum solvation model is certainly important in using the OPLS force
field, as the OPLS/SGB produced a much larger average error of 6.1–6.5 pH units.

Employing the advanced nonpolar term with the PBF solvation model was necessary to
represent the hydrophobic protein environment better and to obtain results agreeable with
experiment for the PFF technique . However, this term did not seem to play a significant role
for the OPLS-based simulations.

One can also make the following observation based on the data presented in this paper. There
are two important components which are missing in fixed-charges single-point calculations of
protein pKa values. The first is the need for an adequate thermodynamic sampling, as opposed
to using a single geometry. The other is the necessity to use adjustable electrostatics (explicit
polarization). We have partially addressed the former issue by performing geometry
optimizations of parts of the residues involved. At the same time, it appears that the latter issue
is much more important. On one hand, our polarizable force field, which was not produced or
fitted specifically for pKa calculations, yields results in uniformly good agreement with
experiment, even without Monte Carlo or molecular dynamics simulations. On the other hand,
results presented in References 23 and 42 demonstrate that fixed charges force fields are not
sufficiently adequate in calculating pKa values of protein residues, even when a physically
correct thermodynamic sampling is involved. Therefore, while we do plan to add a Monte Carlo
component to our simulations in the future, we believe that our work has demonstrated that the
functional form of the force field (polarization) is much more critical for the research in hand.

Overall, we have demonstrated that our polarizable force field is suitable for simulating both
acidic and basic residues with a chemically significant level of accuracy, and the explicit
treatment of polarization was necessary to achieve this agreement with the experimental data.
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Figure 1.
Arginine reference system (top) and capped residue (bottom) simulated for Arg21 calculations.
The geometry of the residue was that found in the actual OMTKY structure, further optimized
with IMPACT.33 The bold bonds were restrained throughout the simulations while the rest
were permitted to move freely. The reference system (n-butylguanidine) pKa was 12.48 (n-
butylguanidine).
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Figure 2.
Representation of histidine reference system (top) and its residue in the protein (bottom). The
geometry of the residue was that found in the actual OMTKY structure, further optimized with
Impact. The bold bonds were restrained throughout the simulations while the rest were
permitted to move freely. The reference system (4-ethylimidazole) pKa was 7.55 37.
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Figure 3.
Representation of lysine reference system (top) and its residue in the protein (bottom). The
geometry of the residue was that found in the actual OMTKY structure, further optimized with
Impact. The bold bonds were restrained throughout the simulations. The other bonds were
permitted to move freely. The reference system (pentylamine) pKa was 10.6338.
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Figure 4.
Lys29 was within proximity to Asp27 for potential hydrogen-bonded interactions. Ace-Asp-
Asn-Lys-NMe was the sequence simulated for the complete residue calculations. The entire
neutral side chain of Lys29 was unconstrained. The reference structure was similar to the other
lysines (n-pentylamine, pKa 10.6338).
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Figure 5.
Comparison of Lys29 side chain geometries before and after optimizations. The NMR model
of neutral Lys29 (green) was simulated in PBF/PFF with and without nonpolar solvent effects
(purple and cyan, respectively) as well as without constraints imposed upon the Lys side chain.
The distances between the O and N atoms are listed for the NMR (red), PBF/PFF (purple), and
PBF/PFF with nonpolar solvent effects (blue).
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Table 3
Relative pKa values for Asp residues of thioredoxin, from Reference 23

Explicit solvent

Continuum Solvent ExperimentAMBER CHARMM

Asp14 −0.66 0.81 −0.81, −1.61 −1.98

Asp20 1.25 0.66 0.37 0.0

Asp26 6.67 7.99 5.21 3.52

Average Error 1.91 2.64 1.10, 0.81

J Phys Chem B. Author manuscript; available in PMC 2010 June 4.


