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The Virtues of Scientific Psychology: A Reply to Harzem
Robert W. Proctor and Daniel J. Weeks
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Harzem recently expressed the opinions that, beginning in the 1960s, the progress of scientific psychology
has been deferred and that psychological research has failed to address important social issues. He proposed
that progress be resumed by taking up, anew, the experimental analysis of behavior. The present reply
provides evidence inconsistent with Harzem's assertions regarding the state of contemporary, scientific
psychology and questions the wisdom ofdisregarding the significant body ofdata and theory that currently
are available to pursue the, as yet, unfulfilled promises of the experimental analysis of human behavior.
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In a recent article, Harzem (1987) re-
flected on the current status of the field
of psychology, concluding that there is
an "urgent need for a new science of psy-
chology that addresses the important so-
cial issues of our times" (p. 175). This
new science should involve "substantial
development of the experimental analy-
sis of behavior . . . through its formula-
tion ofresearch problems related to every
aspect of contemporary life" (p. 175). In
the article, Harzem also lamented an ab-
sence of communication between differ-
ent schools ofthought within psychology,
indicating that in the early 1 960s such an
absence did not exist. In his words, at
that time, "there was an air of unity of
scientific purpose. We argued the merits
ofdifferent approaches, learned from each
other, and sought to profit from differ-
ences ofapproach. Now we need ... that
atmosphere back" (p. 179). The follow-
ing reply to Harzem's article is written in
the spirit ofopen intellectual exchange of
the type advocated by him.

A SCIENCE OF PSYCHOLOGY
Harzem (1987) observes "that the

present state of the world is far worse
than ever before" (p. 175). He qualifies
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this general observation to refer primar-
ily to the fact "that we now face the pros-
pect of disasters not only greater in di-
mension, but also different in kind" (p.
175). This enhanced prospect for disas-
ters is attributed by Harzem to the fact
that the consequences ofour actions have
increased as technology has advanced,
without a corresponding increase in the
ability to control human behavior. The
resulting "behavior-technology gap," in
which "demands of technology have
outstripped the ... existing limits of hu-
man performance" (p. 175), has led to
two major problems. "The first problem
is that of developing effective training
techniques for personnel who are to op-
erate safely the highly complex systems
we have created" (p. 176). The second
problem is that, because political and
economic decisions can have both im-
mediate and widespread consequences,
"we must understand the fundamental
behavioral phenomena that occur under
these conditions" (p. 176). In short,
"contemporary society needs, for surviv-
al, the kind of knowledge that a science
ofpsychology can provide, so as to bring
under control political-economic-mili-
tary events" (p. 176).
That society needs the science of psy-

chology to address problems created by
technology is not arguable. Moreover, a
lag between psychology and technology
is an inevitable consequence of rapid
technological growth (Wickens, 1984).
However, the science of psychology has
obtained systematic theoretical and ap-
plied knowledge relevant to current and
future problems posed by technological
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advances. The contemporary research
fields of experimental cognitive psychol-
ogy and human performance arose from
the ergonomic concerns ofWorld War II
and from the increasingly sophisticated
technology of the twentieth century
(Wickens, 1984). Thus, these areas ofba-
sic research are rooted in the applied
problems created by technology.

Additionally, the applied field of hu-
man factors originated specifically from
the need to "bridge the gap between ap-
plied problems and solutions" (Kanto-
witz & Sorkin, 1983, p. 15). System de-
sign problems in human factors are linked
to the theoretical research in cognitive
psychology by the field of engineering
psychology (Wickens, 1984). "The aim
of engineering psychology is . . . to spec-
ify the capacities and limitations of the
human [generate an experimental data
base], from which the choice of a better
design should be directly deducible"
(Poulton, 1966, p. 178; bracketed words
added by Wickens, 1984).
The two specific problems noted by

Harzem (1987), the development of ef-
fective training techniques and the un-
derstanding ofdecision phenomena, have
a lengthy history of investigation within
the areas of experimental cognitive psy-
chology and engineering psychology. Is-
sues involving training techniques that
enable the acquisition, retention, and
transfer of the skills necessary for effec-
tive human performance form a major
part of basic and applied research (e.g.,
Anderson, 1987; Cormier & Hagman,
1987; Fitts, 1964; Fleishman & Hempel,
1954). Specific examples in which the re-
search has impacted on training proce-
dures include human-computer interac-
tions (e.g., Berger, Pezdek, & Banks, 1987;
Card, Moran, & Newell, 1983) and the
design and use of industrial, flight, and
weapon simulators (e.g., Cormier & Hag-
man, 1987).
The processes that people use to arrive

at decisions in both artificial and real-
world situations also have been exam-
ined extensively (e.g., Edwards &
Tversky, 1967; Kahneman, Slovic, &
Tversky, 1982; Tversky, 1987), and
"happily there is now a proliferation of
studies concerned with what people ac-

tually do to produce [decision] judge-
ments" (Sanford, 1985, pp. 320-321).
These studies have led to the develop-
ment of decision aids and models that
are applicable to a variety of specific de-
cision-making situations, such as social-
policy decisions, clinical decisions, and
the resolution of interpersonal conflict
(e.g., Arkes & Hammond, 1986; Ho-
garth, 1987). Thus, the science of psy-
chology has provided contemporary so-
ciety a substantial base of empirical and
theoretical knowledge that addresses both
training techniques and decision making.

DISAPPEARANCE OF
PSYCHOLOGY

FROM THE SOCIAL SCIENCES
Harzem (1987) states that although the

importance ofa science ofpsychology for
society was recognized by Hobbes (1651/
1958) and Comte (1836/1913) prior to
the twentieth century, "in contemporary
psychology, B. F. Skinner has stood alone
in showing sustained concern for the
broad problems of our cultures and in
describing techniques that may be used
to resolve some of these problems" (p.
176; emphasis ours). To say that B. F.
Skinner has stood alone implies that con-
temporary psychology has been remiss in
addressing issues ofbroad importance to
society. However, the facts clearly indi-
cate the contrary. Scientific psychology
has concerned itself with a varied range
ofissues ofgeneral importance to society.
For example, as indicated above, the re-
search in experimental cognitive psy-
chology and engineering psychology has
addressed the two major problems of
training and decision making that Har-
zem stresses. More generally, a cursory
examination of the recent Handbook of
Perception and Human Performance
(Boff, Kaufman, & Thomas, 1986) and
Handbook ofHuman Factors (Salvendy,
1987) testifies to the massive body ofdata
and theory, both basic and applied, that
has been generated regarding character-
istics and limitations of human perfor-
mance.

In the area of environmental psychol-
ogy, "since the late 1960s thousands of
studies have dealt with [person-environ-
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ment relations].... Much of this work
has been stimulated by the recognition
of environmental problems such as pol-
lution, energy shortages, and unsuitable
buildings" (Gifford, 1987, p. 2). The re-
sults of this research on environmental
issues have been compiled in another re-
cent comprehensive volume, the Hand-
book ofEnvironmental Psychology (Sto-
kols & Altman, 1987). This volume
documents applications of environmen-
tal psychology to community problems,
such as the design of environments for
special populations, the role of the en-
vironment in delinquency and crime, and
the management ofscarce environmental
resources. These problems are addressed
by means of environmental assessment,
which "is a general conceptual and meth-
odological framework for describing and
predicting how attributes of places relate
to a wide range of cognitive, affective,
and behavioral responses" (Craik & Fei-
mer, 1987, p. 891).

Countless other examples of contri-
butions from psychology to societal con-
cerns can be cited, including the psycho-
logical consequences ofaffirmative action
(Nacoste, 1987), psychological factors re-
lated to subtance abuse (Ratliff& Burk-
hart, 1984), compliance with prescribed
medical treatments (Stanton, 1987), psy-
chological issues in the criminal justice
system (Weiner & Hess, 1987), diagnosis
of learning disorders (Tylenda, Hooper,
& Barrett, 1987) and other clinical prob-
lems (Elbert& Holden, 1987) in children,
developmental stages in leadership skills
(Kuhnert & Lewis, 1987), and factors in-
fluencing job satisfaction (Benson, Kem-
ery, Sauser, & Tankesley, 1985) and
organizational effectiveness (Pond, Ar-
menakis, & Green, 1984). Obviously,
psychology has not been remiss in ad-
dressing issues of broad concern to so-
ciety.
Harzem goes on to argue that the fail-

ure ofpsychology to follow Skinner's lead
in addressing issues of broad social con-
cern has culminated in "the gradual dis-
appearance ofpsychology from the social
sciences" (p. 176). This supposed dis-
appearance is attributed by Harzem to a
number of factors, ofwhich "perhaps the
most influential amongst them are the

efforts of the 'serious academic psychol-
ogists' to align psychology with the bio-
logical sciences, moving away, as far as
possible, from the social sciences" (pp.
176-177). Harzem then cites economists
and political scientists who indicate the
importance of recognizing and applying
to their disciplines the basic knowledge
about human behavior provided by psy-
chology (e.g., Wahlke, 1979). Thus, al-
though the social sciences expect, and
need, contributions from psychology,
Harzem concludes, "the stark truth is that
contemporary psychology is not ... equal
to meeting these intellectual expecta-
tions" (p. 177).
According to Harzem, one reason why

contemporary psychology does not con-
tribute as it should to the other social
sciences is that "as the separation be-
tween psychology and the social sciences
proceeded, scientific issues and theories
of psychology almost ceased to be in-
formed by the scientific problems of the
other social sciences" (p. 177). But the
multifaceted nature of contemporary
psychological research ensures that psy-
chology will be informed by the problems
of many fields, including the social sci-
ences. For example, psychologists inter-
ested in the biological bases of behavior
align themselves closely with the biolog-
ical sciences (e.g., Bridgeman, 1988).
Similarly, engineering psychologists have
close ties to industrial engineering (e.g.,
Kantowitz & Sorkin, 1983), and psy-
cholinguists incorporate theories of lin-
guistic structure into their psychological
theories (e.g., Sanford, 1985). More gen-
erally, cognitive psychologists are in-
formed by developments within the fields
of computer science and neuroscience
(e.g., Marr, 1982; McClelland & Rumel-
hart, 1986; Rumelhart & McClelland,
1986).
Contrary to Harzem's (1987) opinion,

the relations between psychology and
these other disciplines have not resulted
in psychology becoming separated from
the social sciences. The term "cognitive
science" recently has been used to refer
to interdisciplinary instructional and re-
search programs that involve not only
psychology, computer science, and neu-
roscience, but also philosophy, anthro-
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pology, and economics (Norman, 1981;
Stillings et al., 1987). Moreover, other
areas within psychology that study group
processes (e.g., industrial/organizational,
criminal justice, environmental, and so-
cial psychology) maintain close ties with
the fields of sociology, anthropology, po-
litical science, and economics (Bass &
Ryterband, 1979; Gergen & Gergen,
1986; Gifford, 1987; Penner, 1986).
For example, in his text on social psy-

chology, Penner (1986) stresses that
"contemporary researchers in social psy-
chology often look to the other social sci-
ences for a better understanding of the
phenomena they study" (p. 12), and he
notes that he has "collaborated with peo-
ple from all three disciplines [anthropol-
ogy, sociology, and political science]" (p.
12). Penner goes on to indicate that "fur-
ther, social psychology has always drawn
heavily from these three disciplines and
they have had a tremendous influence on
the development and shaping ofpresent-
day social psychology" (p. 12; emphasis
ours). Although Harzem disparagingly
describes "present-day social psychology
[as] ... oriented to immediate remedy
rather than 'serious academic psycholo-
gy"' (p. 177), the interaction between the
other social sciences and social psychol-
ogy argues against this evaluation.
As another example, Bass and Ryter-

band (1979) include figures characteriz-
ing the connections between industrial/
organizational psychology and other dis-
ciplines, with these connected disciplines
including sociology, anthropology, polit-
ical science, and economics. The specific
contributions of these disciplines to is-
sues in industrial/organizational psy-
chology then are discussed in detail. For
instance, "political science offers a phi-
losophy about formal organizations, par-
ticularly how human beings evolve and
enforce social rules to which they feel they
ought to be committed in running their
organizations" (p. 6). In summary, the
evidence indicates that contemporary
psychology has not "almost ceased to be
informed by ... the other social sci-
ences" (Harzem, 1987, p. 177).
The claim that psychology cannot meet

the intellectual expectations of the other
social sciences is contradicted by the pre-

viously mentioned major role that psy-
chology plays in the interdisciplinary field
ofcognitive science. A specific individual
who epitomizes this role is Herbert Si-
mon. Simon considers himself to be pri-
marily a psychologist, although he was
trained and has worked in the areas of
political science and economics (Baars,
1986). He was awarded the Nobel Prize
in Economics for 1978 in recognition of
"his contributions to our understanding
of decision-making, particularly in or-
ganizations, and for numerous other con-
tributions to social science" (March,
1978).
Harzem (1987) states that in econom-

ics a need exists for psychological science
to address "an ever-increasing dissatis-
faction with the assumption ... that in
economic matters humans act on the ba-
sis ofrational expectations" (p. 177). Yet,
one of the major contributions of psy-
chologists, such as Simon, has been to
document informational and computa-
tional limitations on rationality, stressing
the use of heuristics in decision making
and problem solving (Kahneman et al.,
1982; Newell & Simon, 1972). Thus, the
need noted by Harzem already has been
addressed, with implications explored not
only for economics, but also for social
policy, law, conflict resolution, expert
judgment, and related areas (e.g., Arkes
& Hammond, 1986). In summary, sci-
entific psychology not only has been in-
formed by the problems of other social
sciences and sciences, but has contrib-
uted extensively to an interdisciplinary
body of theoretical and practical knowl-
edge.

LACK OF COMMUNICATION
WITHIN PSYCHOLOGY

According to Harzem, not only has
communication between psychology and
the other social sciences ceased, but "a
similar cessation of intellectual com-
munication has occurred within psy-
chology, too, with damaging conse-
quences for the discipline" (p. 177). He
states that twentieth-century psychology
was progressing through profitable inter-
actions between individuals who argued
the relative merits of alternative ap-
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proaches. However, this progress came
to a halt in the 1960s, "leaving a deaf-
ening silence for those who would be se-
rious scholars of the human condition"
(p. 178). Harzem's discussion of the ces-
sation of communication and deferral of
intellectual progress within psychology is
based primarily on a symposium to the
American Philosophical Society in which
operant behaviorism was proclaimed as
"the new psychology" (Boring, 1964).
Harzem asks, what went wrong? That is,
"what reason could there be for 'serious
academic psychologists' not welcoming"
(p. 178) the prospect of operant behav-
iorism? Harzem's answer to the question
is that "the serious academic psycholo-
gists themselves were displaced, as strong
social influences of the 1960s and 1970s
operated upon psychology" (p. 178). He
emphasizes two major influences that
acted to displace serious academic psy-
chologists, the rise of clinical psychology
and the advent of information theory.

The Rise of Clinical Psychology
Harzem's (1987) interpretation is that

"a shift occurred in the political and so-
cial climate demanding immediate pay-
off even from scholarly enterprise at the
expense of research that might provide
scientific significance without holding out
any clear prospect of quick returns" (p.
178). One outgrowth of the emphasis on
immediate pay-off was "to give ever-in-
creasing strength to clinical psychology,
the practitioners of which came to influ-
ence the direction of most academic de-
partments of psychology, as well as the
main national organization of psychol-
ogists, the American Psychological As-
sociation" (p. 178).
Two points can be made about the ar-

gument that clinical psychology disrupt-
ed the progress of scientific psychology.
First, although clinical psychology has
grown substantially from the 1960s to the
present, scientific psychology also has
flourished. For example, the number of
manuscripts submitted to the Journal of
Experimental Psychology from 1963 to
1974, during David Grant's tenure as ed-
itor, increased from about 450 per year
to more than 800, thus necessitating that

the journal be split into four indepen-
dently published sections beginning in
1975 (Grant, 1974). Also, during the past
20 years, numerous additional journals,
such as Memory & Cognition, Learning
andMotivation, Perception, and Basic and
Applied Social Psychology, have come
into being to handle the large volume of
research. The progress that has occurred
during the past 20 to 30 years in psy-
chology has been sufficiently great to be
characterized as a scientific revolution of
major importance (Baars, 1986; Hilgard,
1987; Miller, 1988).

Second, since the 1950s, the frame-
work for most Ph.D. clinical training pro-
grams has been the Boulder model, which
is based on the principle that the clinical
psychologist be trained as both a scientist
and a practitioner (Brickman, 1987; Rai-
my, 1950). Within the framework of the
Boulder model, students are educated in
basic areas ofpsychology, research meth-
ods, and statistical techniques, as well as
in the practice of clinical psychology. Al-
though the success of the model can be
questioned (e.g., Spence, 1987), it "even
today provides the framework for most
of this country's training programs in
clinical psychology" (Brickman, 1987, p.
1042). Thus, most clinical psychologists
receive exposure to the basic areas of sci-
entific psychology. Although many
choose to become primarily practitio-
ners, even they have received grounding
in the fundamentals of scientific psy-
chology.

Information Theory and Its Aftermath
Within scientific psychology, Harzem

(1987) attributes the disruption of prog-
ress to information theory and its
aftermath. "By the 1960s, the method of
measuring information known as 'infor-
mation theory' had attracted great atten-
tion in psychology" because "the studies
of perception and sensation had become
stagnant by that time and it appeared that
information theory might provide new
impetus for these areas" (p. 179). How-
ever, Harzem concludes that one con-
sequence of the impetus provided by in-
formation theory was a divergence of
approaches to psychological research.
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This divergence reversed the trend to-
ward increased communication between
different schools of thought and toward
the progress of scientific psychology.
The characterization ofthe field ofsen-

sation and perception as "stagnant" by
the 1960s is far offthe mark. The last half
of the 1950s and first half of the 1960s
were periods during which some of the
most important advances in sensation
and perception were made. For example,
the "novel and striking experiments"
(Hilgard, 1987, p. 144) of Gibson and
Walk on space perception were being
conducted using an instrument that is re-
ferred to as the "visual cliff" (Gibson &
Walk, 1960; Walk, Gibson, & Tighe,
1957). Similarly, "the dramatic experi-
ments of Hubel and Wiesel ... which
won for them the Nobel prize in 1981"
(Hilgard, 1987, p. 145) provided a de-
tailed mapping of the visual cortex (see,
e.g., Hubel & Wiesel, 1963). Moreover,
the classic book, Perception and Com-
munication, published by Donald Broad-
bent in 1958, resulted in "a radical trans-
formation of [the field of] perception"
(Hilgard, 1987, p. 162). Research in pat-
tern recognition that set the stage for in-
tensive investigation over the next two
decades was published in "an important
paper" (Hilgard, 1987, p. 241) by Sel-
fridge and Neisser (1960). In fact, re-
search in sensation and perception pro-
gressed at such a rate during this period
that it culminated with the founding in
1966 of Perception & Psychophysics, a
journal devoted exclusively to that sub-
ject area, because "more outlets for sci-
entific publication" (Morgan, 1966) were
required.
Harzem (1987) makes three specific

points about the impact of information
theory on psychology:

1. "Information theory removes hu-
man characteristics from the data to
which it is applied" (p. 179).

Information theory defines a mathe-
matical measure of information (the bit)
that is based on uncertainty (i.e., the
number of stimulus-response alterna-
tives; see, e.g., Attneave, 1959) and thus,
in some sense, can be described as re-

moving human characteristics. For ex-
ample, Baars (1986) poses the question,
"But how was one to represent the alter-
natives ... when those alternatives ap-
proached the kind of complexity needed
to represent real human concerns?" (p.
193) He then goes on to answer, "This
question simply was not dealt with. Thus,
information theory seemed to beg the is-
sue of knowledge representation. Never-
theless, in the theoretically impoverished
environment of the 1950s, it was a step
forward for psychologists to learn some-
thing about information theory" (p. 193).
The failure of information theory to ad-
dress the representation issue was ac-
knowledged early on by researchers, with
the consequence that "information mea-
surement soon began to play a less im-
portant role, while information process-
ing took on a major role" (Hilgard, 1987,
p. 239). The reason for this shift in em-
phasis from information measurement to
information processing was that several
studies indicated that response latency
and accuracy were influenced by infor-
mational variables, such as stimulus-re-
sponse compatibility and practice, that
cannot be quantified easily by informa-
tion theory (Wickens, 1984, pp. 346-347).
In other words, performance was shown
to be a function of the required mental
operations, rather than the number ofbits
of information (e.g., Ambler, Fisicaro, &
Proctor, 1977; Leonard, 1958).

2. "By the use of information theory,
empirically observed phenomena are
converted into abstractions," rather than
"abstract psychological concepts into
empirically observable phenomena so as
to scientifically investigate them" (Har-
zem, 1987, p. 179).

The strength ofinformation theory was
that precise predictions about empirical-
ly observable phenomena could be gen-
erated from the abstract concepts of the
theory because the theory quantified in-
formation in terms of uncertainty. This
point is illustrated vividly in Sanders and
McCormick's (1987) description of clas-
sic experiments by Hick (1952) and Hy-
man (1953).
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Hick (1952) varied the number ofstimuli in a choice
reaction time task and found that reaction time to
a stimulus increased as the number ofequally likely
alternatives increased.... When he plotted the mean
reaction time as a function of information (bits) in
the stimulus condition, the function was linear....
Hyman (1953), however, realized that according to
information theory, he could alter stimulus infor-
mation without changing the number of alterna-
tives simply by changing the probability of occur-
rence of the alternatives.... Using this technique,
he found that reaction time was still a linear func-
tion of stimulus information when it was measured
in bits. Thus, information theory and the definition
of the bit made it possible to discover a basic prin-
ciple: choice reaction time is a linear function of
stimulus information. This is called the Hick-
Hyman law (p. 46, emphasis ours).

3. "Although the assertion that pres-
ent-day cognitive psychology studies
mental processes has been made persua-
sive through repetition, it will not stand
up to careful scrutiny" (Harzem, 1987,
p. 179). The scrutiny that Harzem pro-
vides involves the process of canning
peas. "It makes no sense to study the
process without, to that end, getting to
know at least the machinery.... Yet, with
very few distinguished exceptions, psy-
chologists who aspire to study informa-
tion processing and cognitive processes
are not informed by human physiology
and anatomy" (p. 179).
This point is incorrect on two counts.

First, widespread agreement exists that a
certain level of description, sometimes
referred to as the functional level (Kos-
slyn, 1980) not only can, but must, be
addressed separately from the neural
"machinery." For example, Kosslyn
states,
We do not want our explanation of mental events
to be couched in terms of brain events any more
than a description of the architecture of a building
should be couched in terms of locations of bricks
and boards. A functional account can be offered
quite independently of any specification of the
physical device that has those functional capacities
(p. 114).

Second, psychologists who study in-
formation processing and cognitive pro-
cesses incorporate knowledge of physi-
ology and anatomy into their models. For
example, despite the distinction that
Kosslyn makes between functional and
physiological descriptions, he also cau-
tions that "functional states and their
physical realizations are not entirely in-

dependent.... Thus, the structure ofthe
brain will obviously bear on the kinds of
functional states that are possible" (p.
114). The incorporation of knowledge
about physiology into information-pro-
cessing models is illustrated clearly in the
text, Visual Information Processing, by
Spoehr and Lehrnkuhle (1982). Chapter
2 of that text is devoted to a discussion
of sensory physiology, with implications
ofphysiology for information-processing
models examined in other chapters. In
fact, Posner (1986) has emphasized that
one important feature of the informa-
tion-processing language is that it pro-
vides "a way of translating between psy-
chological and physiological processes"
(p. V-7). One consequence of the trans-
lation provided by the information-pro-
cessing language is that an area of major
interest within experimental cognitive
psychology currently is cognitive neuro-
science. As one example, the Eleventh
International Symposium on Attention
and Performance involved a systematic
attempt "to relate the information-pro-
cessing approach to work in the neuro-
sciences" (Posner & Marin, 1985, p. xxi).

Summary
Despite Harzem's assertion, the evi-

dence indicates that there has not been a
cessation of communication within psy-
chology, much less a deferral of scientific
progress. To the contrary, scientific psy-
chology has thrived from the 1960s to
the present. The explosion of knowledge
that has occurred during this period, to
a great extent, "was ignited by the infor-
mation processing language ... [whose]
concepts brought a new unity to areas of
psychology" (Posner, 1986, pp. V-6 and
V-7).

ADDRESSING URGENT
QUESTIONS

Harzem (1987) summarizes his opin-
ion about the role of psychology in so-
ciety by stating that "it is not encouraging
to those who hope to look to contem-
porary psychology for at least some help
in facing the dangers and threats of our
age" (p. 179). In fact, he characterizes
much of current psychological research
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activity as "reminiscent of Nero's fid-
dling while Rome bums" (p. 179). Har-
zem concludes that because the search for
knowledge has been held up, "psychol-
ogists must now face some of the most
urgent questions of our time" (p. 180).
To answer these questions, Harzem pre-
scribes that psychologists "take up, anew,
the development ofthe 'new psychology'
described by Boring in 1964" (p. 179),
that is, "the development of the experi-
mental analysis of behavior" (p. 175).
The massive body ofbasic and applied

data and theory to which we have re-
ferred in earlier sections clearly speaks
against Harzem's (1987) opinion that the
search for knowledge has been held up.
To the contrary, contemporary psychol-
ogy has developed the knowledge perti-
nent to addressing a broader range of is-
sues than ever before. This knowledge
development has been attributed by many
authors (e.g., Baars, 1986; Fleishman,
1987; Hilgard, 1987) largely to the "cog-
nitive revolution," which removed long-
standing restrictions regarding the topics
that could be investigated and the forms
that theories could take. The knowledge
that has been generated as a consequence
ofthis removal ofrestrictions meets Har-
zem's stated requirement of being based
on questions "formulated so as to make
it possible to answer them empirically,
through scientific research" (p. 180).
Harzem's recommendation that psy-

chology take up, anew, the development
of the experimental analysis of behavior
seems to be based on his previously stat-
ed opinion that "reinforcement theory [is]
the outstanding scientific theory of hu-
man behavior in the present century"
(Harzem & Williams, 1983, p. 567).
However, by his own admission, the
"empirical evidence bearing on it ... has
not, so far, been readily forthcoming"
(Harzem & Williams, 1983, p. 567), with
what evidence there is having "arisen
mainly from animal research" (Harzem
& Williams, p. 565). The "relatively
sparse experimental analysis of human
behavior literature" (Buskist, 1983, p.
453) stands in contrast to the imposing
body of human experimental literature
generated from other perspectives. Har-

zem (1987), thus, apparently expects psy-
chologists to disregard views of human
behavior that have evolved from exten-
sive, systematic, empirical research in fa-
vor of views that have not. For psychol-
ogists to do so would be inconsistent with
the fundamental principles of scientific
inquiry.
Our discussion of the virtues of sci-

entific psychology is in no way intended
to diminish the important contributions
about basic and applied principles of
conditioning that have been generated
from the perspective of operant behav-
iorism. However, for the experimental
analysis ofbehavior to have the potential
for further significant impact on the larg-
er enterprise of scientific psychology, be-
havior analysts should take the following
steps. First, behavior analysts should
cease denying the reality ofthe cognitive
revolution and familiarize themselves
with the major advances that have oc-
curred in psychological research (see, e.g.,
Miller, 1988). Even if behavior analysts
disagree with the interpretations provid-
ed for findings generated from other ap-
proaches, they must be aware of those
findings and of the rationales that un-
derlie the interpretations. Only then will
behavior analysts be in a position to de-
velop effective arguments about specific,
alternative accounts of the findings.

Second, behavior analysts should quit
talking to themselves in "in-house jour-
nal[s] ... about things [ofwhich they] are
already quite convinced" (Buskist, 1987,
pp. 1-2). The isolation of behavior an-
alysts from the rest of psychology was
documented several years ago (Krantz,
1971), and this isolation still seems to
exist today. Behavior analysts must com-
municate their findings to "uncon-
vinced" psychologists through outlets
other than behavior analytic publications
(see Geller's, 1987, chapter in volume 1
of the Handbook ofEnvironmental Psy-
chology, for an example of such a com-
munication). Only through presenting the
findings to a wider audience, integrating
these findings with existing literatures,
and inviting critical evaluations from
persons outside of the behavior analytic
tradition, will the work of behavior an-
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alysts have impact beyond their own cir-
cle.

Third, behavior analysts should join
the rest of the psychological community
in the ongoing pursuit ofscientific knowl-
edge, without having the predetermined
agenda of "supplanting cognitive expla-
nations" (Johnston & Shook, 1987, pp.
231-232). Cognitive explanations should
be supplanted not on ideological grounds,
but only when alternative explanations
can be shown to be adequate to the task
of providing parsimonious, detailed ac-
counts for the pertinent empirical data.
Any meaningful interaction between be-
havior analysts and other psychologists
is precluded when behavior analysts deny
a priori, on ideological grounds, the pos-
sible validity of cognitive accounts and
seek to make "behavior analysis the
dominant intellectual force of the 21st
century" (Pennypacker, 1986, p. 148),
rather than seeking the truth, wherever
it may lie.
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