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Abstract
This paper, which is the first large scale application of Respondent-Driven Sampling (RDS) to
non-hidden populations, tests three factors related to RDS estimation against institutional data
using two WebRDS samples of university undergraduates. First, two methods of calculating RDS
point estimates are compared. RDS estimates calculated using both methods coincide closely, but
variance estimation, especially for small groups, is problematic for both methods. In one method,
the bootstrap algorithm used to generate confidence intervals is found to underestimate variance.
In the other method, where analytical variance estimation is possible, confidence intervals tend to
overestimate variance. Second, RDS estimates are found to be robust against varying measures of
individual degree. Results suggest the standard degree measure currently employed in most RDS
studies is among the best performing degree measures. Finally, RDS is found to be robust against
the inclusion of out-of-equilibrium data. The results show that valid point estimates can be
generated with RDS analysis using real data, however further research is needed to improve
variance estimation techniques.

Introduction
Traditionally, sampling hidden populations - populations for which constructing a sampling
frame is infeasible - has proven challenging to researchers interested in collecting
probability samples. Respondent-Driven Sampling (RDS), a new network-based (i.e.
snowball-type) sampling method, has been proposed as a way to sample and analyze hidden
populations (Heckathorn 1997). RDS is now used to study a wide range of hidden
populations in over 30 countries (Malekinejad et al. 2008). Network-based designs, which
were originally introduced for the study of social networks by Coleman (1958), start with a
modest number of initial respondents, or seeds, who provide researchers with information on
their network connections; these connections then form the pool from which the second
wave of respondents is drawn and so on. In RDS, however, respondents are asked to recruit
peers directly, allowing referral chains to efficiently and safely penetrate social regions only
accessible to insiders. Traditionally, the non-randomness of social network connections has
led such samples to be viewed as convenience samples from which unbiased estimation is
not possible (Berg 1988). RDS challenges this view by using data gathered during the
sampling process to account for non-random social network structure and calculate unbiased
population estimates (Salganik and Heckathorn 2004; Volz and Heckathorn 2008).

*This research was made possible by grants from the National Science Foundation, the National Institutes of Health, and the Centers
for Disease Control. I thank Douglas Heckathorn, Lisa Johnston, Matthew Salganik, Michael Spiller III, Erik Volz and two
anonymous reviewers for helpful comments and advice.
Please address correspondence to Cyprian Wejnert, 343 Uris Hall, Cornell University, Ithaca, NY 14853; cwejnert@gmail.com.

NIH Public Access
Author Manuscript
Sociol Methodol. Author manuscript; available in PMC 2010 August 1.

Published in final edited form as:
Sociol Methodol. 2009 August 1; 39(1): 73–116. doi:10.1111/j.1467-9531.2009.01216.x.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



While RDS estimators have been shown to be asymptotically unbiased computationally and
analytically, critics have questioned the plausibility of meeting RDS assumptions with real
data (Heimer 2005) and suggested that design effects of RDS studies maybe impractically
high (Goel and Salganik 2008). This paper analyzes RDS estimates calculated for a known
population. By focusing on a known population, it is possible to compare RDS estimates to
true institutional parameters and test several methods of analyzing RDS data.

Respondent-Driven Sampling
RDS uses data on who recruited whom and the extensiveness of network connections as the
basis for calculating population estimates. The theory is based on two observations of
sampling connected populations (Heckathorn 2002).

First, if referral chains are sufficiently long, an equilibrium is reached where the sample
composition stabilizes and becomes independent of seeds (Heckathorn 2002). Referral chain
length is measured in waves, where each wave represents one recruitment or step along the
chain. Because seeds do not have recruiters, they are counted as wave zero. Respondents
recruited directly by seeds make up wave one. Those recruited by respondents in wave one
make up wave two and so on. The number of waves required to reach equilibrium is
simulated for each variable using a markov chain model in which the observed sample
transition probabilities are used to calculate the sample composition of each wave based on
that of the wave before. Equilibrium is reached when the sample composition from one
wave to the next differs by less than 2%. To make the estimate conservative, the simulation
is initialized with 100% of the sample as a single type. For example, in a sample in which
males and females recruit same-sex respondents 60% of the time, the sample composition of
each wave is estimated as follows: At wave zero 100% of the sample is male. At wave one
60% of the sample is male and 40% is female. At wave two 52% of the sample is male (36%
recruited by males, 16% recruited by females) and 48% is female (males and females each
recruiting 24%). At wave three 50.4% of the sample is male (31.2% recruited by males,
19.2% recruited by females) and 49.6% is female (20.8% recruited by males, 28.8%
recruited by females). At wave four the sample is 50.08% male and 49.92% female.
Consequently, equilibrium is said to have been reached at wave four, i.e. the number of
waves required for equilibrium is four. This method of calculating equilibrium is employed
by RDSAT 6.0.1 function “Estimate Number of Waves Required” (Volz et. al. 2007) and
used throughout this paper. In this paper “out-of-equilibrium data” refers to data collected in
waves before equilibrium is reached while “in-equilibrium data” refers to data collected in
waves after equilibrium is reached.

The second observation upon which RDS is based is that a sampling frame can be calculated
based on two pieces of information gathered during the sampling process (Heckathorn
2002). First, each recruitment is documented. This provides the basis for controlling for bias
introduced by the tendency of individuals to form social ties in a non-random way.
Information regarding who recruited whom is used to quantify and account for sample bias
due to non-random network structure. Second, respondents are asked how many other
members of the target population they know. In a network-based sample the inclusion
probability of an individual is proportional to the number of people in the target population
he or she is connected to, termed his or her degree (Volz and Heckathorn 2008). Salganik
and Heckathorn (2004) show that once a sample reaches equilibrium all ties within the target
population have equal probability of being used for recruitment. Consequently, information
regarding individual degree is used to account for bias favoring high degree respondents in
the sample.
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RDS Estimators
The original RDS estimator, RDS I, introduced by Heckathorn (1997) uses a two stage
estimation process where data are used to make inferences about network structure and then
these inferences are used to make inferences about the population. Specifically it was shown
that under certain assumptions (described below) transition probabilities across groups,
estimated by the sample transition probabilities, can be used along with average group
degree to calculate unbiased population proportion estimates from network-based data
(Salganik and Heckathorn 2004).

Under the reciprocity assumption (discussed below), the number of ties or recruitments from
group X to group Y equals the number of ties or recruitments from group Y to group X.
However, in a finite sample, this is not always the case. Thus, Heckathorn (2002) improves
the estimate of cross-group ties through a process known as data-smoothing, in which the
number of cross-group recruitments is averaged such that the group level matrix of who
recruited whom, termed the recruitment matrix, is symmetric. Transition probabilities based
on the data-smoothed recruitment matrix are then combined with the degree estimate

(described below) to calculate an estimate for proportional group size,  (see also:
Salganik and Heckathorn 2004)

(1)

where  is the data-smoothed proportion of recruitments from group X to group Y and
 .is the estimated average degree of group X.

Using a probability based estimation approach, Volz and Heckathorn (2008) infer that a
network-based sample will select individuals in the population with probability proportional

to degree and derive a new RDS estimator, 

(2)

where nX is the number if respondents in group X, n. is the total number of respondents, and

D ̂. is the overall average degree. Essentially, the estimate is the sample proportion, 

weighted by a correction for network effects,  One advantage of the RDS II estimator is
that it is calculated directly from the data, removing the middle step of making inference
about network structure necessary in RDS I. RDS II also allows for analysis of continuous
variables, while RDS I does not.

Volz and Heckathorn (2008) show that RDS I and RDS II estimates converge when the
recruitment matrix is symmetric. Thus, when data-smoothing is used, a procedure
recommended for all RDS analyses and the RDSAT default, RDS I and RDS II produce
equivalent estimates. A major difference is that the mathematical approach used to calculate
RDS II estimates allows for analytical variance calculation, while the RDS I approach does
not.
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Confidence intervals for RDS I are estimated using a specialized bootstrap algorithm
(Heckathorn 2002; see also Salganik 2006). The algorithm generates a resample of
dependent observations based on the sample transition matrix. That is, if 70% of type A
recruitments are other As and the current observation is of type A, the algorithm will
generate an A as the next observation in the resample with probability 0.7. This process
continues until the resample reaches the original sample size. RDS I estimates are then
calculated and the process is repeated until the specified number of resamples has been
reached. Confidence interval tails are then taken from the distribution of these bootstrapped
estimates. That is, the upper bound of a 95% confidence interval is defined as the point
above which 2.5% of the bootstrapped estimate distribution falls. Consequently, the
bootstrap algorithm allows for non-symmetric confidence intervals and does not provide a
direct estimate of variance. All RDS I estimates and confidence intervals presented here are
calculated using RDSAT 6.0.1 (Volz et al. 2007) with alpha level 0.025 (consistent with a
95% confidence interval), 10,000 re-samples for bootstrap, and default settings for all other
options.

Confidence interval bounds for RDS II estimates are based on the RDS II variance estimator
(Volz and Heckathorn 2008)

(3)

where

(4)

and

(5)

where di is the degree of respondent i, Ŝ. is the matrix of transition probabilities, and IX (i) is
an indicator function which takes the value 1 if i ∈X and 0 otherwise. While the estimate is
not unbiased, Volz and Heckathorn (2008) find it closely approximates unbiased estimates
of variance in their simulations. All RDS II estimates and intervals1 presented here are
calculated using custom software corresponding to Volz and Heckathorn (2008).

In summary, RDS I and RDS II employ drastically different methods of estimating variance
of convergent point estimates. This paper presents the first direct comparison of RDS I and
RDS II variance estimation with real data.

Assumptions
The original proof that the RDS estimator is asymptotically unbiased depends on a set of six
assumptions (Salganik and Heckathorn 2004). This number is reduced to five assumptions in
a subsequent proof by Heckathorn (2007).

1I am grateful to Erik Volz for his help calculating RDS II estimates and variance. Any errors are my own.
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1. Respondents maintain reciprocal relationships with individuals who they know to
be members of the target population.

2. Each respondent can be reached by any other respondent through a series of
network ties, i.e. the network forms a single component.

3. Sampling is with replacement.

4. Respondents can accurately report their personal network size or equivalently, their
degree.

5. Peer recruitment is a random selection of the recruiter’s peers.

The first three assumptions specify the conditions necessary for RDS to be an appropriate
sampling method for a population. First, in order for recruitment to occur, respondents must
have access to other members of the population and be able to identify which of their peers
qualify for recruitment. In addition, RDS estimates are based on a network structure in
which ties are reciprocal (Heckathorn 2002). Formally, if A recruits B, then there must be a
non-zero probability that B could have recruited A. Consequently, the RDS research design
includes means for encouraging subjects to recruit their acquaintances or friends rather than
strangers by rewarding successful recruiters and making recruitment rights scarce
(Heckathorn 1997). That is, when respondents are limited in the number of recruitments they
can make and given incentives for successful recruitment they are hesitant to waste valuable
recruitments on strangers. Second, the population is assumed to form a single component
(Salganik and Heckathorn 2004). In other words, all of the target population must be
reachable from any single respondent by following a finite set of network ties. In a random
network, a single component forms when individual degrees are large compared to the
natural log of the population size (Bollabás 1985, see also Watts and Strogatz 1998). When
respondents are allowed to recruit not merely those with whom they have a special
relationship, but also any friends and acquaintances they know as members of the target
population, then individual degrees are larger than that generally required for a network to
form a single large component (Heckathorn 2007). Additionally, since actual social
networks are never wholly random, a minimal requirement is that no social or structural
barrier that completely segregates one subgroup of the population from the rest may exist.
For example, RDS can not be used to sample across castes in a culture where cross-caste
interaction is forbidden. Third, the statistical theory for RDS estimation is based on a
sampling-with-replacement scheme (Salganik and Heckathorn 2004). Consequently, the
sampling fraction should remain small enough for such a sampling-with-replacement model
to be appropriate (Heckathorn 2007).

The final two RDS assumptions are potentially the most problematic. Assumption four
requires respondents to accurately provide information on their personal network size, a task
that is difficult even for social network experts. Assumption five states that recruitment
patterns reflect personal network composition within the target population. That is, RDS
assumes respondents recruit as though they were selecting randomly from their personal
networks (Heckathorn 2002), however random selection is difficult in many settings (hence
the need for complex sampling and analysis techniques). For example, studies of memory
suggest recency of contact may influence the accessibility of the name of a peer and
therefore the likelihood of an attempted recruitment. Alternately, respondents may recruit
the first eligible peer they interact with. While beyond the scope of this paper, it is possible
that such non-random selection methods vary across respondents to such an extent that a
random model for overall recruitment is appropriate.

More importantly, such questions about assumptions four and five (both discussed in detail
below) highlight the major advantage of empirical validation over computational or
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analytical methods. Specifically, computational and analytical validation pose the question
“can valid estimates be made given certain conditions and assumptions?” and leave open to
debate whether these conditions and assumptions are application to real data. Empirical
validation avoids this additional step by directly asking “can valid estimates be made using
data collected in this way?” If a method is empirically validated, it suggests either that
assumptions are being met or that practical limitations to meeting assumptions do not have
catastrophic affects on the analysis.

In summary, RDS estimation is based on the insight that members of many populations are
known to each other so that the social connections of a small group of members can be
followed to produce a population sample. Such samples, commonly known as “snowball”
samples, are known to yield unrepresentative data because the social ties used to recruit new
participants are not made randomly within the population. However, information on
respondents and their connections can be gathered during the sampling process and used to
account for any biases resulting from non-random network structure. In this way, RDS
researchers are able to calculate unbiased population estimates and make inferences about
the population (Heckathorn 2002).

Challenges for RDS
While RDS has been used successfully to study a wide range of hidden populations and
estimates have been shown to be unbiased analytically and computationally, questions
remain as to whether RDS theory and assumptions can be realistically applied to real data.
Such questions include: Is variance estimation accurate? Can assumptions about random
recruitment and accurate degree reporting be met? What should be done with out-of-
equilibrium data?

Design Effects and Variance Estimation
Variance estimation for RDS estimates remains largely underdeveloped and has been
described by some as “the new frontier” for RDS researchers. Unfortunately, because
successive observations in RDS are not independent (Heckathorn 1997), RDS variance is
difficult to estimate. To date, few studies of RDS design effects, which measure increase in
variance due to sampling method, have been conducted. After comparing RDS confidence
interval widths based on the RDS I bootstrapping technique to expected interval widths
under a simple random sample design (SRS) with the same proportions, Salganik (2006)
recommends RDS samples be at least double that which would be required for a comparable
SRS design, consistent with design effects greater than two. Using the same method,
Wejnert and Heckathorn (2008) report an average estimated design effect of 3.14 in their
study of university students. However, using simulated data and the RDS II estimator, Goel
and Salganik (2008) find RDS design effects may reach above 20, an outcome that suggests
RDS analysis may produce essentially random estimates2.

Degree Estimation
Measuring degree for RDS analysis presents three challenges.

First, according to Salganik and Heckathorn (2004) RDS respondents are chosen with
probability proportional to degree, inflating the sample arithmetic mean degree above the
population mean degree. Salganik and Heckathorn (2004) derive an average group degree
estimator that is the ratio of two Hansen-Hurwitz estimators, which are known to be

2Goel and Salganik (2008) do not use the RDS II variance estimator. Instead they calculate the RDS II estimate for simulated RDS
data and observe the estimate’s variability over repeated trials, thus their results apply to the point estimate and not the variance
estimate.

Wejnert Page 6

Sociol Methodol. Author manuscript; available in PMC 2010 August 1.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



unbiased (Brewer and Hanif 1983). The ratio of two unbiased estimators is asymptotically
unbiased with bias on the order of n−1, where n is the sample size (Cochran 1977; Salganik
and Heckathorn 2004). This estimator is used to correct for degree bias in RDS estimation of
categorical variables.

(6)

where  is the average degree of group X and di is the self reported personal degree of
respondent i (Salganik and Heckathorn 2004).

Second, RDS theory assumes that respondents can accurately report their degree. While
studies of degree indicator reliability suggest RDS style indicators are among the more
reliable (Marsden 1990), this assumption is not without controversy. Self-report data on
individual degree is often limited by poor respondent recall and research comparing self-
report degree indicators has had limited success (McCarty et al. 2001; Bell et al. 2007).
Additionally, ambiguous terms increase individual level variation in responses. For example,
self-reported data on friendship closeness are problematic because the distinction between
“friend” and “close friend” may vary across individuals and groups (Fischer 1982). To
reduce self-report error, RDS degree questions define interpersonal associations
behaviorally within a temporal frame by asking the number of individuals who meet a
specified standard with whom the respondent has engaged in a specified behavior over a
short period of time. For example, “How many university undergraduates do you know
personally (i.e., you know their name and they know yours, and you have interacted with
them in some way in the last 14 days)?” While careful question wording likely reduces self-
report error in degree estimation, it is unclear how large this reduction is. Fortunately,
because both RDS estimator equations (equations 1 and 2) include measures of degree in the
numerator and denominator, they rely on relative, not absolute, degree reports. Thus, if
respondents uniformly inflate or deflate degree, the estimator is unaffected.

Another method for reducing respondent-recall error could be to solicit information for
which the respondent does not need to rely on memory alone and use this information as a
proxy for his or her degree. Many electronic means of communication, such as cell phones,
store information on users’ contacts. In these cases, the user can simply look up the number
of his or her contacts, without relying on memory. Of course, such methods are not without
drawbacks. First, respondents are not likely to use any one method of electronic contact
equally, allowing for underestimation of degree for individuals who do not use the method
regularly or at all. Second, contacts within such lists are rarely categorized, so respondents
who refer to them likely provide information on their entire list of contacts, not the preferred
subset of potential recruits. Finally, the presence of a contact on such a list does not
necessarily mean a relationship between individuals exists. Old friends with whom the
respondent no longer has contact or those who were only contacted once may remain on
such lists indefinitely. However, these limitations may be a small price to pay if they provide
usable information that is more effective than self-reports.

The third challenge for RDS degree estimation is the random recruitment assumption. While
this criterion is often viewed as an unrealistic assumption about individual behavior, the
assumption can be rephrased as an assumption that recruitment occurs randomly from those
individuals who comprise the recruiter’s degree. Thus, if the recruitment process is
adequately understood and the degree question is specified accordingly, the random
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recruitment assumption is more likely to be met. For example, respondents may only recruit
close ties that they trust; those with whom they discuss important matters; those they know
will participate in the study; or simply the first person they see. In each of these cases more
direct degree questions (i.e. “how many undergraduates do you discuss import matters
with?”) would solicit more appropriate subsets of potential recruits. If respondents rely on
more than one method of recruitment, e.g. some recruit those with whom they discuss
important matters and others recruit randomly, the researcher can ask multiple degree
questions and which method is used for each recruitment and then weight the degree data
accordingly.

These challenges to estimating RDS degree present an empirical question: Does choice of
degree question affect RDS estimates and, if so, how can one identify which questions are
most appropriate?

Out-of-Equilibrium Data
Equilibrium in RDS studies has been a hot topic for RDS theorists and field research alike
since the original RDS publication in 1997 (Heckathorn). The Markov chain model on
which RDS is based argues that after a, usually modest, number of waves, sample
composition stabilizes and becomes independent of the initial seeds from which the sample
was taken. Often this is interpreted as meaning that once a sample has gone through enough
waves to reach equilibrium, it has stabilized and analysis can be performed. A stricter
interpretation is that data collected before reaching equilibrium are biased by seeds and
therefore the sampling truly starts only after equilibrium is reached. The question then is
what to do with data collected before equilibrium is reached. Some theorists have suggested
excluding early, pre-equilibrium waves from analysis altogether (Salganik 2006). Others
point to practical limitations of such an approach, citing that the rate at which at which
equilibrium is attained is variable specific and excluding out-of-equilibrium data would
produce univariate population estimates based on one sample with varying sample sizes
(Wejnert and Heckathorn 2008). As a simplification, one could exclude all data sampled
before a certain cutoff. Such a method would essentially expand Volz and Heckathorn’s
(2008) recommendation that seeds be excluded from analysis to exclude early waves as
well. Alternately, for studies where a majority of the sample originates from one seed,
Heimer (2005) suggests calculating estimates based only on data gathered in the longest
chain. Wejnert and Heckathorn (2008) adapt this approach in their analysis of the 2004 data
analyzed in this paper and find only stochastic differences between estimates based on full
data vs. long chain data.

While the debate over out-of-equilibrium data largely stems from differences between
methodological theory, where analysis is governed by very specific rules and assumptions
about the data, and methodological practice, where all data are valuable and no data are
perfect, several empirical questions can help elucidate the debate. First, are there substantial
differences between estimates calculated using data that have just reached equilibrium and
data that have been primarily sampled after reaching equilibrium? Second, what effect does
excluding out-of-equilibrium or early wave data from analysis have on the estimates and/or
confidence intervals? Finally, is there an optimum cutoff for including or excluding data
gathered in early waves?

Methods
Data

This paper compares institutional parameters to RDS estimates derived from two WebRDS
samples of undergraduates at the same residential university collected in 2008 (369
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recruitments, nine seeds, n = 378) and 2004 (150 recruitments, nine seeds, n = 159).
WebRDS is an online variant of RDS in which respondents complete an internet survey and
recruitment occurs via email. A detailed discussion of the 2004 sample and WebRDS
sampling procedure is presented by Wejnert and Heckathorn (2008). Unless analytical
procedures differ, this paper focuses on 2008 data and provides only a summary of Wejnert
and Heckathorn’s (2008) findings for the 2004 sample, referring the reader to Wejnert and
Heckathorn (2008) for detailed analysis. Unlike the 2004 sample, in which one recruitment
chain makes up over 70% of the data, the 2008 sample includes two large chains which
make up 48.1% and 46.3% of the data respectively. Figure 1 and Figure 2 show RDS
recruitment chains for the 2008 and 2004 samples respectively.

Though the samples were collected using similar methods from the same university and
respondents were limited to three recruitments in each study, significant differences in
compensation likely resulted in large differences in sampling speed. As described by
Wejnert and Heckathorn (2008), the 2004 sample offered up to $55 for participation and
completed sampling within 72 hours of the start times (see Wejnert and Heckathorn (2008)
for discussion of possible biases resulting from fast recruitment). As a result, a more
economic, lottery-based compensation scheme was initially used in the 2008 sample. The
lottery scheme proved ineffective and was replaced with a traditional scheme were
respondents could earn up to $25 for participation. Unfortunately, by the time these changes
were implemented, the semester schedule had reached spring break and consequently, the
majority of sampling occurred during the “crunch-time” period between spring break and
finals. As a result, the 2008 sample collected 55 respondents in the first month and the
remaining 323 respondents in the second month of sampling (213 respondents where
collected in the final week). A comparison of respondents collected during month one to
those collected in month two showed no substantive differences. Due to problems described
by Wejnert and Heckathorn (2008) with fast recruitment, the 2008 sample is likely less
problematic than the 2004 sample. In both studies, valid university student ID was required
to pick up compensation.

RDS Analysis
Analysis is carried out on three categorical variables included in both 2004 and 2008
samples: race (White, Black, Hispanic, Other, and Non-U.S. Citizen [2008 sample only]),
gender (male, female), and college within which each student is enrolled (Agricultures and
Life Sciences [CALS], Arts and Sciences [Arts], College of Engineering [Engineer], Human
Ecology [HE], Hotel Administration [Hotel], and Industrial Labor Relations [ILR]). All
variables are dichotomized and analyzed independently. In cases where the number of
respondents in a category, such as Hispanic students, becomes too small to estimate,
analysis of all categories in that variable can fail if they are analyzed as a single, multi-
category variable. Dichotomization of all categories reduces estimation failure to only the
affected category. Differences between estimates based on dichotomized categories and
those based on the complete variable are minor and non-systematic. In the dichotomization,
all non-group respondents, including those labeled as “missing” are coded as part of the non-
group. Including missing values as members of the non-group increases the number of
recruitments in the 2008 sample by six for race and one for college. There are no missing
data in the 2004 sample.

Degree Measures
For each sample, estimates are calculated based on five different measures of degree. In all
cases, respondents were asked to provide the number of undergraduates enrolled at the
university who meet the stated criteria; however, due to changes in technology and lessons
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learned from the 2004 sample, the degree questions asked in 2008 differ from those asked in
2004. The following degree measures are used in the comparisons:

2004 Sample Degree Measures:

1. Buddylist Degree: the number of students the respondent has saved on his or her
instant messenger program buddylist.

2. Recruit Degree: the number of students the respondent believes she could
potentially recruit for the study.

3. Email Degree: the number of students the respondent has contacted through email
in the past 30 days.

4. Standard Degree: the number of students the respondent knows and has personally
interacted with in the past 30 days.

5. Weighted Degree: weighted sum of the respondent’s number of close friends
(0.47), friends (0.50), and acquaintances (0.03), explained in detail below.

2008 Sample Degree Measures:

1. Internet Degree: the number of different students the respondent has saved on any
internet networking software, such as MySpace, FaceBook, Instant Messenger, etc.

2. Discuss Important Matters (DIM) Degree: the number of students the respondent
discusses important matters with.

3. Cellphone Degree: The number of students the respondent has stored in his cell
phone contact list.

4. Standard Degree: the number of students the respondent knows and has personally
interacted with in the past 14 days.

5. Weighted Degree: weighted sum of standard degree (0.19) and DIM degree (0.81),
explained in detail below.

Degree measures used in the 2004 sample represent a diverse range of possible networks
used for recruitment. First, the number of buddies a student has saved on his or her instant
messenger program represents the primary means of online communication available to
students. At the time of sampling, high speed internet was available to all students in every
building on campus and nearly every student’s home, but the wide range of networking
software and sites, such as MySpace, FaceBook, and gmail chat, had not yet become popular
and students primarily used AOL Instant Messenger for online communication and texting.
The number of buddies is clearly displayed by the software for each user. Many respondents
reported contacting potential recruits through instant messenger to confirm interest in
participation before forwarding a recruitment email (Wejnert and Heckathorn 2008).
Second, respondents were asked to report the number of students they could potentially
recruit for the study. This question is intended as the most direct measure of degree
according to RDS theory and assumptions described above. Third, because recruitment
occurred via email, respondents were asked the number of students with whom they had
communicated through email in the past 30 days. Fourth, respondents were asked the
number of students they knew personally with whom they had interacted in the past 30 days.
This format, where a tie is behaviorally defined within a specified time frame, is referred to
as the “standard" measure because it follows the behaviorally and temporally defined
individual degree question format used in nearly all RDS studies. Finally, respondents
reported the number of “close friends”, “friends”, and “acquaintances” they have at the
university. Additionally, each respondent was asked to categorize her recruiter as a “close
friend”, “friend”, “acquaintance”, or “stranger”. Excluding the seeds, who have no recruiter,
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approximately 47% reported being recruited by a “close friend”, 50% by a “friend”, and 3%
by an “acquaintance”. Each respondent’s reported number of close friends, friends, and
acquaintances is weighted by these percentages and summed to provide a weighted measure
of individual degree.

Degree measures used in analysis of 2008 data are similar, but differ in several ways. First,
respondents reported the number of different students they have saved on any online
communication software. However, by this time, many options existed for online
networking and respondents may not have been able to look up their degree as easily as in
2004. Next, the number of potential recruits question was replaced with a report of the
number of students with whom the respondent discusses important matters. The “discuss
important matters” question (here after referred to as “DIM degree”) has been used
extensively in social network studies and found effective at capturing close ties (Burt 1985;
Marsden 1987; McPherson et al. 2006). Third, respondents were asked the number of
students saved in their cell phone address book. At the time of sampling, cell phones had
become the primary method of communication among students. Fourth, the temporal
constraint used in the standard degree question was reduced from 30 days to 14 days due to
the potential speed with which recruitment can occur on campus (Wejnert and Heckathorn
2008). Finally, weighted degree is calculated based on the proportion of students reporting
being recruited by someone with whom they discuss important matters to provide a more
objective classification than the friendship categories used in 2004. Nearly 81% of
respondents reported being recruited by someone with whom they discuss important matters.
Consequently, the weighted degree measure is the weighted sum of DIM and standard
degree measures.

Degree measurement in both studies is designed to maintain a realistic scenario applicable to
many RDS studies. All measures rely on self-reports and are susceptible to any problems
associated with such measures. For measures where respondents could look up their degree,
such as the buddylist measure, there is no guarantee that respondents did not answer from
memory nor is it guaranteed that all students used such methods of communication equally
or at all. Additionally, while respondents were asked to limit their answers to students at the
university in all measures, no checks were imposed nor were the answers vetted in any way
to conform to this requirement. Consequently, there is no reason to suspect the degree
measures employed in this paper are unlike those that could be used in other RDS studies.

Analysis of Equilibrium
To answer questions related to equilibrium, multiple datasets were created to exclude
respondents surveyed before or after specific waves of interest. Table 1 shows population
parameters and raw sample proportions for all created samples used in equilibrium analyses.
The datasets were created using waves as cut points, for example, column five (earliest
waves included = 4) refers to a data set in which all respondents sampled before wave four
are excluded from analysis. The table also shows the estimated number of waves required to
reach equilibrium for each variable. Between three and nine waves were required for
equilibrium, with an average of 6.4 waves, for variables analyzed in the 2004 sample.
Variables analyzed in the 2008 sample required four to nine waves, with an average of 6.2
waves, to reach equilibrium. Thus, equilibrium is said to be reached for all analyzed
variables by wave nine of sampling in each sample. When seeds are counted as wave zero,
there are 18 waves of recruitment in the 2004 sample and 23 waves of recruitment in 2008.

Population Parameters
Population parameters are calculated using published frequency data of university
enrollment for fall semester of the academic year in which the sample was taken (Cornell
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2004; 2008). While both RDS samples were collected in the spring, it is unlikely that
university spring enrollment differs from that of the fall in any significant, systematic way.
Population parameters are calculated for gender, college within the university, and race as
follows. Gender proportions are calculated as the number of males or females enrolled
divided by the total number of students enrolled. Similarly, college proportions are
calculated as the number of students enrolled in each college divided by the sum of students
enrolled in each college excluding the approximately 40 students (less than 0.3% of all
students) enrolled as “internal transfer division”. Students enrolled in the College of Art,
Architecture, and Planning, which make up approximately 4% of the student population and
are excluded from analysis due to low prevalence in the samples, are included in the divisor
for other college parameters. Consequently, population parameters for the six colleges
reported do not sum to 100%. However, this does not present a problem for estimation
comparison because each college is analyzed as an independent dichotomous variable and
therefore the estimated proportions need not sum to 100%.

Finally, calculation of population parameters for race is more complex because of two key
differences between the institutional and survey categorizations of race. First, the
institutional data treat “Foreign Nationals” as a separate catch all category and present racial
categories for US nationals only. Thus, there could be a significant number of respondents
who self-identify as one race on the survey but are counted as “Foreign Nationals” in the
institutional data. Second, the institutional data include a “US citizen, race unreported”
category which becomes problematic if some races are more likely to withhold their racial
status from the university than others. While no further information is available, it is
unlikely racial information is withheld randomly.

These additional categories in the institutional data are especially problematic for analysis of
2004 data, which do not include either category. In this paper, individuals in the “US citizen,
unreported” and “Foreign Nationals” institutional data categories are not counted as part of
the student body in 2004 and excluded from parameter calculation. For example, the
population parameter for blacks is the proportion of black students out of all students who
are US nationals and reported their race to the university. While excluding approximately
13% of the student body, this method is arguably better than Wejnert and Heckathorn’s
(2008) method, which includes all non-whites or non-Asians under a single “under-
represented minority (URM)” category and implicitly assumes that all foreign nationals and
all US nationals who do not report their race are neither white nor Asian.

To avoid this discrepancy between survey and institutional data, two additions were made in
2008. First, a “prefer not to answer” option was included in the race question (neither survey
allowed unanswered questions). Second, in a separate question, respondents were asked if
they are U.S. citizens/permanent residents. All respondents reporting they are not U.S.
citizens/permanent residents (n = 14) make up 3.7% of the survey data and are coded as a
separate “nonUS” racial category that corresponds to the “Foreign Nationals” category in
the institutional data, which make up 7.9% of the student body. Eleven of these 14
respondents racially identified themselves as “Asian”. Only two of 378 respondents chose
the “prefer not to answer” racial option, suggesting that students are more willing to provide
racial information to a survey than to university officials and removing the ability to include
a “US citizen, unreported” racial category in the 2008 analysis. Consequently, individuals in
the “US citizen, unreported” institutional data category, which make up 11% of students, are
not counted as part of the denominator and are excluded from parameter calculation in both
2004 and 2008.
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Measuring Estimate Accuracy
In their institutional comparisons, Wejnert and Heckathorn (2008) report whether or not
population parameters are captured by the 95% confidence interval, a method that combines
the accuracy of RDS estimates and confidence intervals into a single measure. In order to
test RDS estimates and confidence intervals separately, I use two continuous measures based
on the absolute difference between the estimate and the parameter. These measures are
termed estimate and interval inaccuracy because lower values correspond to better estimates.
Estimate inaccuracy is defined as the absolute difference between parameter and estimate.
While not standardized, estimate inaccuracy removes any possible confounding effects of
RDS variance estimation, which may be flawed, and provides a measure of inaccuracy
dependent only on the estimate. An estimate is considered good if it has estimate inaccuracy
less than 0.05 and acceptable if estimate inaccuracy is less than 0.1.

Interval inaccuracy is intended to measure the inaccuracy of the confidence interval around
RDS estimates and is defined as the estimate inaccuracy standardized by the standard error
of the estimate. For RDS II estimates, this is straightforward; however, for RDS I,
potentially non-symmetric confidence intervals are taken directly from the bootstrapped
distribution without first estimating variance (Salganik 2006). Thus, for RDS I estimates,
interval inaccuracy is defined as the estimate inaccuracy standardized by the distance from
the estimate to the 95% confidence interval tail closest to the parameter divided by 1.96,
which serves as an approximation of the bootstrapped standard error. Thus, if the estimate
underestimates the parameter, standardization is based on the upper bound, if the parameter
is overestimated, the lower bound is used. The standardization is an estimate of the single
tail standard error and ensures that all confidence intervals that fail to capture the
institutional parameter will have interval inaccuracy greater than 1.96. For example, if a
hypothetical group makes up 25% of the population and the RDS estimate is 30%, with 95%
CI (20, 50), then the estimate inaccuracy is |0.3−.25|= 0.05 the standardizing value is
(0.3−0.2) / 1.96 = 0.051, and the interval inaccuracy is:

(7)

Inaccuracy scores are calculated for each dichotomous category and then averaged with
other categories of that variable to provide averaged inaccuracy scores for race, gender, and
college. Because gender is already dichotomous, inaccuracy scores for males are reported
(in all cases inaccuracy scores for males and females are equivalent).

The proportional nature of this analysis ensures that all differences between observed and
expected measures are less than one, thus, they are not squared in order to avoid artificially
deflating these differences.

Design Effect
Estimated design effects, DEPX, for both RDS I and RDS II are defined in a manner
consistent with Salganik (2006) as follows:

(8)
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where Var(Px)RDS is the RDS estimated variance and Var(PX)SRS is the expected variance
for a simple random sample of equal size. Design effects are calculated for each
dichotomous variable and then averaged to provide overall measures.

Results
Before comparing various methods of calculating estimates, I first test RDS assumptions. I
then turn to comparing RDS I and RDS II and discuss the implications of various degree
measures and out-of-equilibrium data.

Test of Assumptions
The methods of testing assumptions presented here parallel those described in detail by
Wejnert and Heckathorn (2008). Wejnert and Heckathorn (2008) present evidence
suggesting assumptions one through three were met in 2004. Similar analyses suggest these
assumptions are also met in 2008 (not shown). The difficulties of accurately measuring
personal degree (assumption four) are discussed above and results comparing multiple
degree measures for both samples are presented below.

The final RDS assumption is that respondents recruit as though they were selecting
randomly from their personal networks (Heckathorn 2002). One method used to assess this
condition is to compare recruitment patterns to self reported network compositions for
visible attributes, such as gender and race (Heckathorn et al. 2002; Wang et al. 2005). Using
a χ2 goodness of fit test, Wejnert and Heckathorn (2008) find evidence suggesting this
assumption was not met for either gender or race in the 2004 sample. Following the same
procedure, I find recruitment does not reflect self-reported personal network composition of
gender  or race  in 2008 data either. These results
contrast with previous studies (Heckathorn et al. 2002, Wang et al. 2005), which find strong
association between recruitment patterns and self-reported network composition. It is
impossible to know if this result is due to a failure of assumption five or inaccuracy in self-
report network compositions. In either case, it shows that the data used in this paper suffer
from similar or worse problems as other real RDS data.

Comparison of RDS I and RDS II
As noted above, there are two forms of the RDS estimator, RDS I and RDS II, each
employing a different approach to variance estimation. While simulations conducted by
Volz and Heckathorn (2008) suggest RDS II may provide better estimates than RDS I, to
date no empirical comparison on a known population has been done.

Figure 3 shows RDS I and II estimates for 13 dichotomous variables corresponding to race,
gender, and college calculated using 2008 standard degree measure data. The estimates are
adjusted such that the line y = 0 represents the population parameter for each variable.
Consequently, an estimate’s distance from the axis represents its distance from the true
parameter. 95% confidence intervals for RDS I estimates are represented as solid lines,
while 95% confidence intervals for RDS II estimates are represented as dashed lines. First,
note that the markers for RDS I and RDS II estimates coincide closely, mathematically:

 Second, the estimates themselves provide reasonable
approximations, generally falling within ±0.05 of the population parameter.

However, RDS I and RDS II confidence intervals differ substantially. RDS II intervals are
wider, in some cases much wider, and more consistent across variables than their RDS I
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counterparts. Furthermore, while RDS I intervals fail to capture the true parameter in four of
the 13 variables (Hotel, Hispanic, nonUS, and HE), RDS II intervals capture all 13
parameters easily.

Figure 4 and Figure 5 show interval inaccuracy averaged across all variables for 2008 and
2004 estimates calculated using five measures of degree. An interval inaccuracy score less
than 1.96 signals that, on average, 95% confidence interval bounds include the population
parameter. The close correspondence between RDS I and RDS II estimates (r = 0.9970 for
2004 data and r = 0.9998 for 2008 data) suggests that differences in interval inaccuracy
between RDS I and RDS II are largely due to differences in variance estimation. The graphs
show that in all cases the overall interval inaccuracy of RDS II is less than RDS I and
therefore less susceptible to type I error. The RDS II overall interval inaccuracy generally
falls well within the 1.96 cutoff for parameter inclusion while RDS I interval bounds tend to
hover dangerously close to the parameter. Of the 65 dichotomous estimates used to generate
figure 4, which are by no means independent, 63 (96.9%) RDS II 95% confidence intervals
capture the parameter, while only 42 (64.6%) parameters are captured by RDS I confidence
intervals. In the 2004 sample (figure 5), RDS II intervals capture 45 of 55 (81.8%)
parameters, while RDS I intervals only capture 36 (64.6%) parameters.

RDS I and RDS II Design Effects
While wider confidence intervals decrease the probability that parameters are not captured
by confidence intervals (type I error), excessively wide intervals reduce the precision with
which inferences regarding the population can be made (type II error). Using the design
effect terminology, RDS I and RDS II variance estimation is compared to variation expected
from simple random samples of similar size. Results presented above, which find 95%
confidence intervals succeed in capturing population parameters in fewer than 95% of cases,
suggest the bootstrap variance estimation procedure used in RDS I underestimates variance.
Furthermore, the problem appears to arise predominantly in cases where the estimated
variable represents a small portion of the population. While RDS II variance estimation does
not appear to suffer from underestimation, it is possible that variance is over estimated using
the RDS II variance estimator.

Figure 6 plots RDS I and RDS II design effects calculated for 2008 data using five degree
measures. Results for the 2004 sample (not shown) are similar. Overall lines show the
design effect averaged across all 13 variables for each degree measure used, “small
proportion” is the average design effect of seven dichotomous variables that compose less
than 10% of the population, and “large proportion” is the average design effect of the six
remaining variables which make up over 10% of the population. As expected, overall design
effect of RDS I is smaller than that for RDS II. Averaged across all variables and degree
measures, the design effect is 3.1 for RDS I and 18.1 for RDS II. A design effect of 3.1
means an RDS estimate has variance three times as large as that of a simple random sample.
In other words, an RDS sample would require sample size three times larger than a simple
random sample to achieve the same statistical power. The results suggest groups that make
up a small proportion of the population may be the primary culprits. In RDS I calculation,
groups making up less than 10% of the population tend to have lower design effects
(average DE = 2.6) than groups making up more than 10% of the population (average DE =
3.7). However, in RDS II the opposite is true. Small groups tend to have very large design
effects (average DE = 26.8) while larger groups have smaller design effects (average DE =
7.9).

It is important to note that these design effects are calculated using the same data, for
estimates that are highly convergent, and therefore neither overall design effect should be
attributed to RDS in general or this sample in particular as a way to calculate power or
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sample size. These results merely show that neither RDS I nor RDS II variance estimation is
error free and suggest the largest difficulties arise with small groups. In small groups, RDS I
confidence intervals sometimes fail to capture the true parameter while RDS II intervals tend
to have large design effects.

In summary, RDS I and RDS II point estimates are found to coincide closely with each
other, a result that is consistent with Volz and Heckathorn’s (2008) work. However,
confidence intervals based on RDS II are generally wider, more consistent across variables,
and more likely to capture population parameters than their RDS I counterparts.
Furthermore, the RDS I bootstrap procedure used to estimate confidence intervals was found
to underestimate variance, especially for small groups. In this analysis, 95% confidence
intervals calculated based on bootstrapped variance fail to capture the parameter more often
than the 5% suggested by the interval, while those calculated using RDS II display a capture
rate that resembles what would be expected from an ideal variance estimate. On the other
hand, analysis of design effects suggests RDS II overestimates variance, in some cases by a
large amount. Both estimation procedures seem to have significant problems with variance
estimation of small groups, such as those making up less than 10% of the population, albeit
in opposite ways.

Discussion of various degree measures and their effect on estimation is presented below.
Because it is generally better to overestimate variance rather than underestimate it, results
presented in the remainder of this paper are calculated using RDS II estimation.
Corresponding results using RDS I estimation support similar conclusions and are available
from the author on request.

Comparison of Degree Measures
Descriptive statistics and correlations for all degree measures are presented in table 2.
Consistent with other on social networks, reported degree distributions are highly skewed
with small numbers of respondents reporting very high degree for all measures. Respondents
surveyed in 2008 tended to report higher degrees than those in 2004, however the small
sample size and the unique sampling method make statistical comparison difficult. In some
cases, self-report degree measures include unreasonably high outliers. For example, in 2004
one respondent reported 10,000 potential recruits, 10,000 friends, and 100,000
acquaintances at the university which has less than 14,000 students. In such cases, it is
common to truncate the degree distribution by pulling in a small percentage of the outlying
degrees when calculating RDS I estimates. Estimates were calculated for non-truncated, 1%,
5%, and 10% truncation for buddylist and standard degree in 2004 and standard and
weighted degree in 2008. Pulling in degree outliers had no effect, positive or negative, on
estimates in 2004 or 2008 (not shown). Finally, all 2008 degree measures are significantly
correlated with each other (p < 0.01). Reported degrees in 2004 display less positive
correlation; however, when the one extreme outlier described above is removed, all 2004
degree measures are significantly correlated with each other (p < 0.01, not shown). While all
degree measures are positively correlated, the correlations are not large enough to make
choice of degree measure trivial. Consequently, it is important to know how estimates based
on various degree measures compare.

Interval and estimate inaccuracy scores (equation 7) for race, gender, and college based on
different measures of degree are shown in figure 7 and figure 8 for 2008 and 2004 samples
respectively. In the 2008 sample, the best estimates are those produced by standard degree,
weighted degree, and DIM degree measures, which all capture the true parameter and are
within 0.1 of the parameter for all dichotomous variables. Of the three, the weighted degree
measure is the best by a small margin because, on average, it produces estimates that are
closer to the parameters3 (estimate inaccuracy = 0.031) than both DIM degree (estimate
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inaccuracy = 0.034) and standard degree (estimate inaccuracy = 0.037). Furthermore, its
interval inaccuracy (0.580) is slightly higher than that of standard degree (0.541) suggesting
that confidence intervals based on weighted degree are narrower than those based on
standard degree. The difference, however, is expectedly small given that weighted degree is
calculated from DIM and standard degree measures proportionally weighted by the number
of respondents reporting discussing important matters with their recruiter.

In the 2004 sample, the buddylist degree measure provides the best overall estimates. In all
but one case (gender), the estimate is within 0.1 of the true parameter. As described by
Wejnert and Heckathorn (2008), the 2004 sample largely over-sampled Asian students,
biasing racial estimates. The buddylist degree measure is able to compensate for this bias
because of its direct connection to the method of recruitment. However, two degree
measures intended to be directly associated with the recruitment process performed poorly.
Recruit degree, which solicits the number of students a respondent might possibly recruit
likely proved confusing to answer accurately for respondents who had not yet attempted to
make recruitments. Estimates based on email degree performed even worse, possibly
because email is rarely used for communication among undergraduates and likely had little
to do with who respondents chose to recruit.

It is important to note that estimates calculated based on weighted degree in 2004 perform
worse than those in 2008 because the two measures are inherently different. 2004 weighted
degree is a function of the number of “close friends”, “friends”, and “acquaintances”
respondents reported proportionally weighted by the number of recruitments made by “close
friends”, “friends” and “acquaintances”. Consequently, 2004 weighted degree is based on
terms that are largely subjective and likely interpreted differently from one respondent to
another while the 2008 weighted degrees are based on DIM questions, which have been
found to be interpreted consistently across respondents (Burt 1985).

While results show that estimates calculated using different measures of degree may differ
substantially, the question remains how can one identify which measures will provide the
best estimates? This analysis suggests that the best degree measures are those directly tied to
recruitment choice and ability. In the 2004 sample, the buddylist measure provides precisely
this. However, without access to population parameters, estimates based on the buddylist
degree look more anomalous than promising and would likely have been discounted as
inaccurate. The measure was included based on extensive prior knowledge of
communication methods among students attending the university at the time of sampling,
which is not often available to RDS researchers. Furthermore, the 2004 sample represents a
unique case in which instant messenger programs constrained recruitment by displaying a
pool of immediately available students from which to recruit and the speed of recruitment
nearly guaranteed the recruits of anyone who waited more than a few hours to recruit would
not get to participate. Consequently, while measures such as buddylist degree are difficult to
identify, instances such as this are rare and highly unlikely to occur in any community in
which members can interact through multiple media.

The weighed degree measure used in 2008, on the other hand, is both easy to identify and
measure. As discussed above, RDS procedures reduce recruitment of strangers by making
recruitment both valuable and scarce. This effect likely extends beyond strangers and
encourages respondents to recruit individuals with whom they will have repeated interaction
and trust to participate after accepting a coupon, i.e. those with whom they are closely tied4.
In many cases, these same conditions are necessary, if not sufficient, for the discussion of

3Recall that inaccuracy scores for gender are based on a single dichotomous variable and therefore display greater variability than
race, college, or overall scores which represent the average of scores from multiple dichotomous variables.
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important matters. 2008 respondents reported a mean of approximately12 and maximum of
150 students with whom they discuss important matters, approximately 1/10th the mean
(104) and maximum (1000) number of students they reported knowing and interacting with
in the past 14 days. However, over 81% reported being recruited by someone with whom
they discuss important matters, suggesting that respondents may be recruiting from smaller,
tighter circles than just those individuals they know. Fortunately, the questions necessary for
calculating this degree measure, “how many Xs do you discuss important matters with?” and
“do you discuss important matters with your recruiter?”, are easily included on any
questionnaire and applicable to any population in any setting5. Weighted degree is then
easily calculated based on the proportion of respondents reporting being recruited by
someone with whom they discuss important matters.

Finally, it is important to note that while the standard degree measure, which is commonly
used in RDS studies, does not produce the best estimates in either sample, it does quite well.
In 2004 it is second only to buddylist degree and in 2008 its estimates are statistically
equivalent to both weighted degree and DIM degree. Therefore, studies in which only the
standard degree measure is used are likely to produce equally valid estimates.

Effects of Out-of-Equilibrium Data
The standard RDS interpretation is that if equilibrium is reached within a single recruitment
chain, then equilibrium is reached for the entire sample because all individuals have a
nonzero probability of selection. A corollary of this interpretation is that once enough waves
have been gathered to reach equilibrium, sampling can stop and analysis can begin. In most
RDS studies, sampling is terminated based not on the number of waves reached, but on the
overall sample size. However, if the required number of waves is not reached within the
target sample size, it is recommended that sampling continue until such time. In such cases,
it is important to know whether estimates derived from a sample that includes just enough
waves to reach equilibrium provide adequate results. Above, the most waves required to
reach equilibrium in both samples is found to be nine waves. Consequently, following the
stop-when-equilibrium-is-reached approach, sampling would have stopped after wave nine.

Figure 9 compares estimate and interval inaccuracy using only data collected in waves zero
through nine for the 2008 sample to inaccuracy based on the full sample. Unfortunately, the
results are confounded by a reduction in sample size from 378 to 156 when only early wave
data (Equilibrium Met) are used. As a result, early wave point estimates are more variable
and confidences intervals are wider than those based on the full data. Consequently, wider
confidence intervals are reflected as improved interval inaccuracy in early wave data
compared to the full sample, while more variable estimates lead to inconsistent differences
in estimate inaccuracy. Thus, while there is no evidence here to suggest a sample that has
just reached equilibrium would produce worse estimates than a sample of equal size
collected primarily after reaching equilibrium, further research is needed to disentangle the
effects of out-of-equilibrium data versus reduction of sample size. Results from 2004 data
reflect a similar pattern and are available from the author on request.

On the other side of the equilibrium debate lies the question of whether early, out-of-
equilibrium waves should be removed from analysis. Theoretically, recruitments made after
equilibrium is reached represent a random sample of network ties, while those made before
equilibrium may be biased by seed selection. The relevant question, therefore, is whether the

4While not relevant to WebRDS studies and beyond the scope of this paper, the desire to recruit those who are likely to participate
also favors recruitment of strangers waiting outside interview locations to solicit coupons from participants. Researchers should take
any steps possible to reduce such recruitment.
5The definition of an “important matter” may vary across populations, but the trust necessary to discuss it remains relatively constant.
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gain from analyzing only in-equilibrium data is greater than the loss inflicted by reduction in
sample size when early waves are thrown out.

Figure 10 and Figure 11 show 2008 and 2004 RDS estimates based on the standard degree
measure calculated for data starting at wave 0, 4, 7, and 10. Results based on other measures
of degree suggest similar conclusions. The results for 2008 and 2004 differ considerably. In
2008, estimate and interval inaccuracy remain relatively stable until only wave 10 and
higher data are included, at which point both estimates and intervals become less accurate.
Based on the 2008 data alone, the trade-off between sample size and equilibrium appears to
favor keeping all data to maximize sample size.

The effect of excluding early-wave data is more complex in the 2004 sample. Overall
estimate inaccuracy based on 2004 standard degree suggests RDS estimation may improve
as early waves are excluded from analysis. However this conclusion is not supported by
interval inaccuracy measures, which exhibit no consistent trend. At least two possible
factors help explain such erratic results. First, as early waves are excluded the already
modest sample size is reduced by at least 20 respondents at each step. When only data
collected in wave seven or higher are used, the analysis is based on only 99 respondents, at
wave ten the sample size is 76. Second, as more data are removed from analysis, estimates
of variables with small proportions, which tend to be most problematic, can not be
calculated and do not influence inaccuracy (see table 1).

In summary, the results do not provide sufficient evidence to suggest that including out-of-
equilibrium data in RDS analysis has a significant negative effect on RDS estimation.
However, it is important to note that these results are intended as a practical guide to
researchers seeking to get the most out of their data and not as a theoretical conclusion on
the importance of equilibrium. Therefore, theoretical or computation work observing the
effect of equilibrium in a vacuum that finds improved estimates when early waves are
excluded is not necessarily flawed.

Discussion
Overall, results from this study suggest that RDS estimates are reasonable, but better
methods of estimating variance of the estimates are needed. The study has several
limitations.

First, the study population, which was chosen because population parameters are easily
available, is not representative of populations commonly studied using RDS, which are often
stigmatized, hard-to-reach, and at risk for HIV/AIDS. Furthermore, while most RDS studies
use recruitment coupons and include face-to-face or computer aided interviews conducted at
a location operated by researchers, this study used WebRDS where participation and
recruitment can occur from a personal computer. Thus the study lacks some difficulties
common to other RDS studies such as risk to the respondent of being identified as a
stigmatized population member or transportation to and from a survey site. However,
because the study and analysis presented does not use any methods or information beyond
that normally available to RDS researchers during data collection or analysis, it suffers from
many of the same problems found in other studies and the findings presented here regarding
variance, degree measures, and out-of-equilibrium data are likely applicable to a wide range
of real world RDS applications.

Second, reliable institutional data exist for gender and college within the university, but
institutional data for the race variable did not match up perfectly with study categories in
2004. In the 2008 sample, categories for foreign national and non-response were added to
the survey, however a greater proportion of students are apparently willing to provide
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information regarding race on a survey than on official university documents. In addition,
the institutional category “foreign national” may represent a broader subset of students than
that used on the survey (non-U.S. citizen or permanent resident).

A general limitation of RDS is its youth as a sampling and analysis method. For example,
while considerable work on point estimates has been done, other parameters of interest to
researchers, such as correlation coefficients or regression coefficients remain
underdeveloped. This paper addresses the one parameter that is well understood, however
more research is needed to further develop other RDS specific parameter estimation.

Finally, while beyond the scope of the paper, the third assumption of RDS, that sampling is
with replacement, deserves further investigation. Most RDS studies, including this one,
argue that because the sampling fraction is small relative to the study population, a sampling
with replacement approach is appropriate. However, each observation is taken from a pool
of respondents known to the recruit, not the entire population. Under the reciprocity
assumption, a respondent’s recruiter is in that pool, thus if the pool is small, the removal of
one’s recruiter may be significant for analysis. Further research is needed to confirm or
disconfirm this hypothesis.

Conclusion
This paper makes three contributions to empirical RDS analysis. First, estimates and
variance calculated using RDS I and RDS II methods are compared. RDS estimates
calculated using RDS I and RDS II coincide closely, but variance estimation, especially for
small groups, is problematic in opposite directions. The bootstrap algorithm used to generate
RDS I confidence intervals is found to underestimate variance of groups making up less than
10% of the population to such an extent that confidence intervals often fail to capture
population parameters. Conversely, intervals calculated using RDS II’s analytical variance
estimate easily capture population parameters, but tend to overestimate variance of small
groups to such an extent that design effects above 20 can be observed.

Second, RDS estimates are found to be relatively robust against varying measures of
individual degree. The standard degree measure currently included in most RDS studies is
found to be among the better, but not best, performing degree measures. The study finds
respondents disproportionately recruit close tie individuals, such as those with whom they
discuss important matters.

Finally, the results do not provide sufficient evidence to suggest that including out-of-
equilibrium data in RDS analysis has a negative effect on RDS estimation. There was not
sufficient evidence to show estimates generated using predominantly out-of-equilibrium data
are problematic. Furthermore, excluding early waves of recruitment did not improve
estimates, suggesting that the reduction in sample size involved in excluding early waves is
not worth the potential benefit to estimates.
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Figure 1.
2008 sample recruitment chains. Shading indicates college within the university, shapes
indicate gender.
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Figure 2.
2004 sample recruitment chains. Shading indicates college within the university, shapes
indicate gender.
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Figure 3.
RDS I (+) and RDS II (x) estimates and 95% confidence intervals for 13 dichotomous
variables corresponding to race, gender, and college within the university calculated using
the standard degree measure from the 2008 sample. The estimates are adjusted such that the
line y = 0 represents the population parameter for each variable. Each estimate’s distance
from the axis represents its distance from the true parameter. 95% confidence intervals for
RDS I estimates are represented as solid lines while 95% confidence intervals for RDS II
estimates are represented as dashed lines.
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Figure 4.
Interval inaccuracy for RDS I (hollow) and RDS II (solid) estimates averaged across race,
gender, and college for five measures of degree in the 2008 sample. The line y = 1.96
represents 95% confidence interval bounds. Any interval with inaccuracy greater than 1.96
fails to capture the population parameter. Confidence intervals based on RDS II variance
estimation are wider and more likely to capture population parameters on average than
intervals based on RDS I variance estimation.
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Figure 5.
Interval inaccuracy for RDS I (hollow) and RDS II (solid) estimates averaged across race,
gender, and college for five measures of degree in the 2004 sample. The line y = 1.96
represents 95% confidence interval bounds. Any interval with inaccuracy greater than 1.96
fails to capture the population parameter. Confidence intervals based on RDS II variance
estimation are wider and more likely to capture population parameters on average than
intervals based on RDS I variance estimation.
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Figure 6.
RDS I (black) and RDS II (gray) design effects for the overall sample, small proportion, and
large proportion variables. Small proportion variables are dichotomous variables for which
the population parameter is less than 0.1. Large proportion variables are those for which the
population parameter is greater than 0.1.
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Figure 7.
2008 sample estimate and interval inaccuracy for overall, race, gender, and college based on
five measures of degree. Inaccuracy scores for gender are based on a single dichotomous
variable and therefore display greater variability than race, college, or overall scores, which
represent the average of scores from multiple dichotomous variables.
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Figure 8.
2004 sample estimate and interval inaccuracy for overall, race, gender, and college based on
five measures of degree. Inaccuracy scores for gender are based on a single dichotomous
variable and therefore display greater variability than race, college, or overall scores, which
represent the average of scores from multiple dichotomous variables.
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Figure 9.
2008 sample comparison of estimate and interval inaccuracy using only data collected in
waves zero through nine to estimate and interval inaccuracy based on the full sample.
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Figure 10.
2008 sample comparison of estimate and interval inaccuracy for analysis based on data
starting at different waves of recruitment using the standard degree measure. Sample size
used in analysis shown on x-axis.
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Figure 11.
2004 sample comparison of estimate and interval inaccuracy for analysis based on data
starting at different waves of recruitment using the standard degree measure. Sample size
used in analysis shown on x-axis.
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