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Properties of water along the liquid-vapor coexistence curve via molecular
dynamics simulations using the polarizable TIP4P-QDP-LJ water

model
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We present an extension of the TIP4P-QDP model, TIP4P-QDP-LJ, that is designed to couple
changes in repulsive and dispersive nonbond interactions to changes in polarizability. Polarizability
is intimately related to the dispersion component of classical force field models of interactions, and
we explore the effect of incorporating this connection explicitly on properties along the liquid-vapor
coexistence curve of pure water. Parametrized to reproduce condensed-phase liquid water properties
at 298 K, the TIP4P-QDP-LJ model predicts density, enthalpy of vaporization, self-diffusion
constant, and the dielectric constant at ambient conditions to about the same accuracy as
TIP4P-QDP but shows remarkable improvement in reproducing the liquid-vapor coexistence curve.
TIP4P-QDP-LJ predicts critical constants of 7.=623 K, p.=0.351 g/cm?, and P.=250.9 atm,
which are in good agreement with experimental values of 7.=647.1 K, p,=0.322 g/cm?, and
P.=218 atm, respectively. Applying a scaling factor correction (obtained by fitting the experimental
vapor-liquid equilibrium data to the law of rectilinear diameters using a three-term Wegner
expansion) the model predicts critical constants (7.=631 K and p,=0.308 g/cm?). Dependence of
enthalpy of vaporization, self-diffusion constant, surface tension, and dielectric constant on
temperature are shown to reproduce experimental trends. We also explore the interfacial potential
drop across the liquid-vapor interface for the temperatures studied. The interfacial potential
demonstrates little temperature dependence at lower temperatures (300—450 K) and significantly
enhanced (exponential) dependence at elevated temperatures. Terms arising from the decomposition
of the interfacial potential into dipole and quadrupole contributions are shown to monotonically
approach zero as the temperature approaches the critical temperature. Results of this study suggest
that self-consistently treating the coupling of phase-dependent polarizability with dispersion
interactions in classical water force fields may be an important effect for the extension of polarizable
water force fields to reproduce properties along the liquid-vapor coexistence envelope as well as
near critical conditions. More importantly, the present study demonstrates the rather remarkable
transferability of a water model parametrized to a single state point to other thermodynamic states.
Further studies are recommended. © 2009 American Institute of Physics.

[DOLI: 10.1063/1.3200869]

I. INTRODUCTION

One of the greatest strengths of molecular simulations,
such as molecular dynamics (MD) or Monte Carlo, is the
ability to probe state conditions that are difficult, expensive,
or impossible to study experimentally. In order to achieve
this, the molecular interaction models employed must neces-
sarily be transferable to such conditions and/or environ-
ments; the transferability we discuss here is apart from that
of transferability between similar chemical functionalities
(series of linear alkanes, alcohols, etc.). Since aqueous envi-
ronments are of fundamental importance to innumerable in-
dustrial and academic applications, interaction models of wa-
ter continue to garner significant attention.' ™!

Certainly, models can be successfully parametrized to
reproduce target properties at various state points. Rather
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elegant work has been done to this effect by Chen and
co-workers'*™!” leading to the fixed charge transferable po-
tentials for phase equilibrium (TraPPE) force fields for fluid
phase equilibria of a variety of polar and nonpolar species.
Such force fields are able to reproduce the vapor-liquid co-
existence curve and numerous properties of the bulk and va-
por along the liquid-vapor binodal. One can reasonably ask
about the possibility of constructing classical models (via fits
to fluid properties at a single thermodynamic state point) that
attempt to incorporate those physical effects that can allow
for extension of such models to different state points without
explicitly parametrizing to reproduce target properties under
those conditions. Of course, such an undertaking assumes (1)
that the physics incorporated is indeed responsible to some
degree for the effects we are interested in capturing and (2)
that the physics incorporated in the classical description of
the model at a given state point is complete, and that the
relevant components of the physics incorporated into the
model contribute sufficiently at all thermodynamic state
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TABLE I. Comparison of critical constants calculated for various water models and experiment. Method key is
defined as follows: MD=molecular dynamics, MC=Monte Carlo, GEMC=Gibbs ensemble Monte Carlo,
GD=Gibbs—Duhem, HS-GCMC=Hamilitonian scaling grand canonical Monte Carlo, Expt.=experiment, EC
=long-range electrostatic treatment, VC=long-range van der Waals correction. Correction applied to the TIP4P-
QDP-LJ data is taken as the multiplication factor required to achieve an agreement between the experimental
critical property and the critical property estimated from the Wegner fit of experimental data listed in Ref. 53.

T, Pe Pe
Model (K) (g/cm®) (atm) Method Ref.
SPC 587 0.27 GEMC, EC 95
SPC/E 640 0.29 160 MD, EC, VC 96
SPC/E 630 0.308 MD, EC 45
GCPM 642.2 0.334 242 MC, EC, VC 20
Zhang 644.3 0.325 213 GEMC, VC 55
Exponential-6 645.9 0.297 183 HS-GCMC 54
TIP3P 578 0.272 124 GD, EC, VC 3
TIP4P 588 0.315 147 GEMC, VC 97
TIP4P/2005 640 0.31 144 GD, EC, VC 7
TIP4P/Ew 628 0.29 139 GD, EC, VC 7
TIP4P/ice 705 0.31 161 GD, EC, VC 7
TIP5P 521 0.337 85 GEMC, EC 98
TIP4P-FQ 574 0.33 227 MD, EC 18
TIP4P-FQ 543 0.352 MD, EC Present work
TIP4P-QDP 557 0.355 93 MD, EC Present work
TIP4P-QDP-LJ 623 0.351 250.9 MD, EC Present work
TIP4P-QDP-LJ (correlation) 631 0.308 270.6 MD, EC Present work
Expt. (Wegner Fit) 639.5 0.3674 Expt. 52 and 53
Expt. 647.1 0.322 218 Expt. 99

points. Although difficult to validate or discredit these as-
sumptions, one can adopt a more “engineering” approach
that would begin with a certain interaction model and add to
it further physics. If the model performs well over extended
ranges of thermodynamic state points (again, with the model
parametrized at a single thermodynamic state point), one
may place some degree of confidence in the transferability of
the model and the relevance of the added physics in contrib-
uting to that transferability. In the current study, we take the
approach to extend an existing model, the TIP4P-QDP water
model of Bauer et al.,8 and further refine the model by in-
corporating a coupling between the polarizability and non-
bond interaction parameters [Lennard-Jones (LJ) constants];
the latter contains repulsion and dispersion contributions to
the energy, the dispersion component rigorously tied to the
atomic polarizability of interacting sites as an orientationally
averaged instantaneous induced dipole-induced dipole inter-
action.

Recent efforts toward the development of nonadditive
polarizable force fields have been a step forward in increas-
ing the transferability of water force fields. Specifically, po-
larizable models allow for a simultaneous description of both
liquid and gas phase electrostatics by allowing for the induc-
tion of higher dipoles in the condensed phase over that of a
molecule in vacuum. Despite the ability of polarizable mod-
els to adopt charge configurations that can adequately repro-
duce simultaneously properties of a dense liquid environ-
ment and an isolated gas-phase environment (as well as
intermediate densities), such water models often fail to re-
produce the liquid-vapor coexistence curve and, as a result,
underestimate critical constants (7.,p.). For example, the

widely used TIP4P-FQ of Rick et al predicts critical tem-
perature of 7,.=574 K,'"® which is significantly lower than
the experimental values of 7,.=647 K. In general, for most
water models, the liquid-vapor coexistence curve drastically
underestimates the density of the liquid phase with increas-
ing temperature, suggesting weak cohesive forces above am-
bient temperatures; the simple point charge/extended
(SPC/E) water model is a particularly good force field for
representing the vapor-liquid coexistence of water.'” A more
recent water model based on a recent Gaussian charge polar-
izable model (GCPM) is one of the few water models that
when parametrized to a single thermodynamic state point has
been able to fairly accurately represent bulk liquid properties
along the binodal without further palrametelrization.20 We
note that although the structure and condensed phase liquid
energetics for the GCPM model®® were fit to ambient condi-
tions, the model was fit to reproduce vapor-liquid equilib-
rium (VLE) coexistence properties (using Gibbs ensemble
Monte Carlo simulations). Thus, the GCPM model repro-
duces quite well the vapor-liquid coexistence curve (Fig. 3,
top panel in Ref 20) since those data were incorporated into
the fitting procedure; VLE properties in this sense are not
truly predictive at least in the case of pure water. The most
accurate condensed-phase classical pure water force field is
the TIP4P-2005 4-site model of Abascal and co-worker.” Pa-
rametrized to reproduce the temperature of maximum density
of pure water, the TIP4P-2005 model predicts the phase dia-
gram of water from solid to vapor remarkably well. The
model predicts a critical temperature of 640 K, only 7 K
below the experimental value. The critical parameters of the
model are given in Table I and the VLE curve is shown as an



084709-3 VLE coexistence
650 ——T——T—— T — T
ook o L o o TIPAP-QDP-LJ
e O e ) A TIP4P-QDP
s0f- e Te,, | X TIRAPFQ
<& Experiment
S S .. %
ss01oo o, © 1
e 650 e,

500 oA x x A 9 © |
o . .
ST xA g
~ i 600

450§ _ XA o v —

) -
3 = XA g

4004 550 [ )A".?-. o

¥ 3 2o
3504 S|
5000 02 0.4 0.6 0.8
* 3 S
F p (g/em’) P
BT U R R A PR R U IR N
0.1 0.2 0.3 0.4 0.5 0.6 0.7 0.8 0.9
3
p (glem’)

FIG. 1. Liquid-vapor coexistence curves. The dotted lines are the functional
fit using the Wegner expansion [Eq. (15)] and the squares represent the
calculated critical point for the given set. For the experimental data, the
Wegner expansion results in an underestimation of the experimental critical
point (star). TIPAP-QDP-LJ is shown to improve the reproduction of the
coexistence curve over TIP4P-FQ and TIP4P-QDP. The inset compares the
liquid-vapor coexistence curve as predicted by TIP4P-QDP-LJ (circles),
GCPM (+) (Ref. 20), SPC/E (diamonds) (Ref. 45), TIP4P-2005 (triangles)
(Ref. 7), TIP4P-EW (stars) (Ref. 7), and TIP4P-FQ (x) water models and
experiment (solid line).

inset to Fig. 1 (also shown are the results from other existing
water models).

That both the SPC/E and GCPM water models incorpo-
rate condensed phase polarization effects (either in a mean-
field manner as in the former case or explicitly as in the
latter) suggests the importance of water polarizability for re-
producing bulk and vapor properties over broad ranges of
thermodynamic state points. Furthermore, it is well known
that an isolated water molecule has a polarizability of
~1.47 A32' However, like many other polarizable models,
TIP4P-FQ features a polarizability (1.1 A3) well below this
gas-phase value in order to achieve stable dynamics and re-
produce condensed phase properties at 298 K. Although re-
cent ab initio studies support a reduced molecular polariz-
ability in the condensed phase,zzf24 the parametrization of a
static polarizability inherently restricts enhancement of po-
larizability (and consequently molecular cohesion) in less
dense environrnents,22 such as those observed at higher tem-
peratures and particularly in the interfacial regions at el-
evated temperatures. Such arguments are the basis for the
TIP4P-QDP model,® which modulates molecular polarizabil-
ity in response to its local environment by coupling molecu-
lar polarizability (via atomic hardness) to atomic charge. The
focus of this work is to incorporate polarizability dependence
in the repulsion and dispersion terms via incorporation of a
charge dependence in the LJ terms. The resulting model,
TIP4P-QDP-LJ, will be parametrized to reproduce properties
at 298 K, ideally behaving similarly to the TIP4P-QDP
model from which it is derived. In order to assess the trans-
ferability of this model, we examine its ability to reproduce
the liquid-vapor coexistence curve (compared to TIP4P-QDP
and other state-of-the-art models) as well as its ability to
predict critical constants and various bulk liquid and vapor
phase properties at higher temperatures including dielectric
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and self-diffusion constants, enthalpy of vaporization, and
surface tension. We intend to demonstrate that incorporation
of phase-dependent polarizability, coupled with a charge de-
pendence of the repulsion-dispersion interactions, within a
classical polarizable force field allows for a systematically
improved representation of the liquid-vapor coexistence
properties of liquid water as well as predicting the pure water
critical temperature and density to within 2.5% and 4.3%
error, respectively. Our results also suggest an alternative
approach to transferable force fields for phase-equilibrium
calculations (and indeed for water models appropriate for use
in modeling of solvated biomacromolecular and ionic sys-
tems in general) based on parametrization to single state
points; this approach obviates the need for knowing a priori
the coexistence behavior of a system to which a force field
can be parametrized. In addition to characterizing the TIP4P-
QDP-LJ on the basis of its ability to reproduce properties
along the coexistence curve relative to well-established ex-
perimental trends, we exercise the predictive nature of the
model to calculating hydrogen bonding data and interfacial
potentials at these state points.

Il. FORCE FIELDS AND COMPUTATIONAL METHODS
A. Charge equilibration force fields

The charge equilibration (CHEQ) formalism offers one
convenient route for incorporating local chemical environ-
mental dependence of the molecular polarizability. This for-
malism is based on Sanderson’s™ idea of electronegativity
equalization, which states that the polarization of the elec-
tronic density (modeled as a distribution of partial charges in
a classical representation) is affected by the redistribution of
charge density within the molecule in order to equalize the
instantaneous electrostatic chemical potential in the presence
of external electric fields arising from the surrounding mol-
ecules. The directionality and ease of charge redistribution
are determined by physical properties of individual atoms.
The reader is referred to the literature for additional informa-
tion on CHEQ methods.**>

The CHEQ electrostatic energy of an N-atom molecule
in the absence of an external electric field, each atom carry-
ing partial charge Q;, is

N | N
E(Q) =2 (XiQi + 5%‘Q?> +> 0;0J;;
i=1

i<j
N
+A(E Q,»—Qm>, (1)
i=1

where y; are atom electronegativities and 7, are atomic hard-
nesses. The J;; terms represent the interatomic hardness
terms for each pair of atoms i and j within a molecule. A
standard Coulomb interaction is employed between each pair
of atoms located on different molecules. The last term in Eq.
(1) describes a molecular charge constraint applied to the
entire molecule and enforced via the Lagrange multiplier \.
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B. Phase-dependent polarizable model

While polarizable water force fields in general incorpo-
rate further physics in classical force fields relative to their
nonpolarizable analogs, these force fields are just now begin-
ning to consider the variation in molecular polarizability
with phase. Recent studies have demonstrated the difference
in molecular polarizability for molecules in the gas phase
compared to those in a condensed-phase environment.”>
The TIP4P-QDP model of Bauer et al.® offers a means to
introduce phase-dependent polarizability of water into a clas-
sical simulation. The model explicitly modifies the electro-
static energy expression of the CHEQ formalism such that
the 7 and y parameters are functions of the M-site charge
(which carries the charge for the oxygen atom),

N N N
1
E(Q) =2, X(Om)0; + EE 771‘(QM)Q,-2 + Ji(Om)Q,0;
i=1

i=1 i<j
N

+ x(E 0;- Qm>. 2)
i=1

The Q,,-dependence of each term is invoked via a scaling
function g(Q,,) that monotonically modulates the hardnesses
(affecting the molecular polarizability) and electronegativi-
ties (affecting the molecular dipole moment) from the param-
etrized gas phase value to an appropriate condensed phase
value,

(0w = 8(0) - 7. 3)
X(QM)=% ~ 1+ ple(Qy) - D] X, )

where p is an empirical parameter that controls the magni-
tude of scaling of y relative to that of 7 in order to afford
better control the dielectric constant and average bulk dipole
moment. TIP4P-QDP couples the well-established trend of
increasing dipole moment (simplified as the magnitude of
charge on the oxygen site) upon condensation to an increased
scaling (g(Qy)>1) in the hardness matrix, mimicking
phase-dependent effects on polarizability. The result is a po-
larizability distribution in the condensed phase (centered
about @=1.31 A3), which offers a 6.5% reduction in the
parametrized gas phase value in good agreement with ab
initio estimates.”* We estimate molecular polarizability for
TIP4P-QDP water via the expression8

a, (VMg<QM><RB|J-1<r>|M>)
(M) |g(QM)|2h(QM)

aﬁy(QM) =

: (5)

L
X |:pXM<Rﬁ|J (M) + 2Hy

which provides a leading-order approximation of the polar-
izability in the absence of a fully nonlinear treatment. In the
above expression, ag, is the By-element of the gas-phase
molecular polarizability tensor, V,,g(Qy,) is the derivative of
the scaling function with respect to Oy, Ry is the B-position

vector, M is a matrix that selects elements associated with
the M-site (since we have chosen our hardness elements to
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only depend on the oxygen charge), and w, is the
y-component of the dipole moment. We see the charge-
dependent polarizability differs from the unscaled (gas-
phase) value by a multiplicative factor &(Qy)
=g(04)h(Q,,) and additive terms, which are related to the
M -site hardness and dipole moment, respectively. These ad-
ditive terms of equal magnitude and opposite sign are small
compared to the first term and do not greatly influence
a(Q,). We direct interested readers to Ref. 8 for a more
detailed discussion of the TIP4P-QDP model.

C. TIP4P-QDP-LJ

TIPAP-QDP-LJ builds upon the TIP4P-QDP model by
modification of the LJ interaction potential. The standard LJ
potential defines the interaction between two sites, i and j, as

o\ 12 o \6
E(rij)=4eij|:<ﬁ) —(711‘> ], (6)
ij ij

where r;; is the distance between the two LJ sites. Here € and
o correspond to the well-depth and LJ radius, respectively,
but are treated as empirical parameters. The ™2 term de-
scribes the repulsive interaction between two sites while the
7~ term represents the attractive or dispersive interactions.
Equivalently, the LJ potential implemented in CHARMM 7

is
E(ry) = EKR—Lmin’i')lz— 2<R—Lmin’i'>6], (7)

rij r,-j

where Ry, ;; is the radius at which the interaction potential
between sites i and j is a minimum and R, ;=2"%0;;. We
remark that Egs. (6) and (7) can be generalized by combining
the empirical parameters into collective repulsive and disper-
sive constants,

<

A
E(ry)="5-%- (8)
ri Ty
Despite the empirical treatment of the ¢ term, it is related
to the sum of contributions arising from dipole-dipole,

dipole-induced dipole, and dispersion interactions,

V(r) = 2 Iu’lzlu’]z : (:U«izaj + M]z'ai) 3 3 oy )
3 kgTr, r 2L+1) 15

where u;, @;, and I; are the dipole moment, the polarizability,
and the ionization potential of the ith species, respectively.

It is established that polarizability modulation in TIP4P-
QDP model is coupled to the charge of the M-site, Q.
Therefore, coupling the LJ parameters to charge will allow
us to couple changes in the effective size of TIP4P-QDP
molecules with changes in polarizability. We expand the re-
pulsive and dispersive constants quadratically with respect to
charge as has been done previously by Chen et al.’

2
A=Ag+A; X Quyij+ Ay X Qs

(10)
C=Co+C) X Qg+ Cy X Q02

av,ij*

We note that each water molecule has a single LJ site cen-
tered on the oxygen atom. However, the oxygen’s charge is
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TABLE II. Nonbond parameters for TIP4P-QDP and TIP4P-QDP-LJ.

Parameter TIP4P-QDP-LJ TIP4P-QDP
Ag (keal mol™! A-12) 1116 209 1170 544
A, (kcal mol™" A2 esu?) 55810 0

Cy (kcal mol™" A~6) 1419.5 1165

C, (kcal mol™' A0 esu?) —141.95 0

carried by the M-site of the molecule. Also following the
convention of Chen ef al., we base the charge dependence on
the average M-site charge between molecules i and j,

4+ .
Qav,iszM’l—zQMl' (11)

In an effort to simplify the parametrization process, A; and
C, were set to zero, leaving four adjustable parameters. We
will now briefly discuss the selection of the remaining pa-
rameters. Since the model developed should behave similarly
to TIP4P-QDP at 298 K and 1 atm, we parametrized to only
this state point. Specifically, the condensed-phase density,
enthalpy of vaporization, gas-phase dimer distance, and
dimerization energy were considered. Using the original LJ
parameters of TIP4AP-QDP and the average M-site charge for
a TIPAP-QDP dimer, we determined the appropriate values
for the constants in the charge dependent term as

A
Ao= 1.0+ 2403, gimer
(12)
Co=—
1.0+ xcQpy dimer

Such an approach allows the specification of extent of the
influence charge has on the LJ parameters, since A,=xA, and
C,=xC,. The sign designated to each of the second-order
coefficients dictates the behavior upon entering condensed-
phase environments. Since water polarizability is lower in
bulk than in the gas phase, the increase in Q2 associated
with transition into the condensed phase is coupled with an
increase in the repulsive constant’ and a decrease in the dis-
persion constant. That is, A, is positive and C, is negative.
We remark that this convention results in a negative value of
xc as described above. Furthermore, the LJ parameter C was
scaled (by ~10%) to account for the decrease in this term
upon condensation. The LJ parameters used in this work are
presented in Table II. The electrostatic parameters have not
been adjusted from the previously reported TIP4P-QDP
model. The model, therefore, features a gas phase polariz-
ability of @jggopic=1.4 A3 and a gas-phase dipole moment of
Meas=1.85 D. Additionally, TIP4P—QDP—°LJ features gas-
phase dimer properties (Rpp=2.90 A and Egjne=
—-4.85 kcal/mol) similar to those of TIP4P-QDP, Rg
=291 A and Egy.,=—4.67 kcal/mol. Finally, we remark
that the weight of charge dependence on the LJ terms is
rather modest at 5% on the repulsive constant and 10% on
the attractive term, in line with the reduction in polarizability
of TIP4P-QDP in the condensed phase.

J. Chem. Phys. 131, 084709 (2009)

D. Simulation details

MD simulations were performed using CHARMM.**’

For the parametrization and characterization of the model,
constant NPT simulations were conducted in a bulk system
of 216 water molecules. Conditionally convergent long-
range interactions were treated using particle mesh Ewald®
with k=0.37 and 20 grid points in each direction (fast Fou-
rier transform (FFT) grid spacing). Fictitious charge degrees
of freedom are assigned masses of
0.000 069 kcal/(mol ps?). The Nose-Hoover*® method was
implemented to couple the charge degrees of freedom to a
thermostat at 1 K; the thermostat was assigned a mass of
0.005 kcal/(mol ps?). A 0.5 fs time step was implemented
for propagating the classical equations of motion using Verlet
leapfrog integrator.

Interfacial simulations of the liquid-vapor interface were
conducted at constant NVT and over the range of 300—-600 K
(every 25 K). Simulations of TIP4P-QDP-LJ and TIP4P-FQ
employed a slab of 3235 water molecules in box with dimen-
sion 32X 32Xx224 A3. TIP4P-QDP interfacial simulations
were conducted using a smaller system of 1024 molecules in
a 24X 24 %100 A3 simulation cell. Periodic boundary con-
ditions were considered in each dimension. For these simu-
lations, the number of grid points was increased to 30 in each
the x and y directions (transverse direction) and 128 in the
z-direction (longitudinal direction); x was modified to 0.33.
Other simulation protocol followed that of the bulk simula-
tions. Interfacial simulation results are based on at least 4 ns
of equilibrated data for each temperature.

Condensed phase properties at elevated temperatures
(T>325 K) were performed at constant NVT. Here, 216 wa-
ter molecules were simulated in a cubic box with dimensions
selected to reproduce the equilibrium condensed phase den-
sity determined from the interfacial simulations at each tem-
perature. Condensed-phase data are based on ~10 ns of
sampling. All other simulation details are the same as those
listed above for the condensed-phase simulations at 7
=298 K. Additionally, simulations were conducted at the ex-
perimental coexistence densities, which deviate nontrivially
from the simulation densities at near-critical temperatures.
Finally, all simulations implemented a harmonic wall poten-
tial to eliminate divergences in charge at increased
temperatures.18 This potential was applied to each atom with
a force constant of 200.0 kcal mol~! esu~2. Furthermore, the
charges at which the potential was turned on were selected
such that they were significantly outside the range of those
normally experienced in simulation; that is, the potential was
invoked outside the range of —1.6 < Q;,<-0.6 for the M-site
and outside 0.3 <<Qy<<1.2 for the hydrogen atoms.

lll. RESULTS

In this section we present the results from bulk simula-
tions and simulations of the liquid-vapor interface using the
TIP4P-QDP-LJ model at T=300-600 K. Particular empha-
sis is placed on the similarity in the properties of TIP4P-
QDP-LJ and TIP4P-QDP models at 7=298 K (Table III), as
this is the temperature at which both models were param-
etrized (with focus on reproducing the liquid density and
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TABLE III. Comparison of dimerization energies and condensed-phase properties calculated at 298 K and 1
atm for various water models and experiment.

—Egimer Piiq AH vap Dy
Model (kcal/mol)* (g/cm?) (kcal/mol) (X107 m?/s) €
TIP3P® 6.50 1.002 10.41 5.1 88(+6)
TIP4P® 6.24 1.001 10.65 3.22 50
TIP4P/2005° 7.12 0.9979 10.89 2.08 60
TIP4P/EW! 6.81 0.9954 10.583 2.4(+0.06) 63.9(%0.9)
TIP5P® 6.79 0.999 10.46 2.6 82+2
TIP4P-FQ° 4.50 1.000 10.49 1.9(%0.1) 79(£8)
TIP4P-QDP' 4.67 0.9954 10.55 2.46(£0.04) 85(+1)
TIP4P-QDP-LJ 4.85 0.998 10.47(%0.01) 2.30(+0.04) 77(*=11)
Expt.? 5.44(%0.7) 0.997 10.51 2.30 78

“Dimerization energies for TIP3P and TIP4P are taken from Ref 6; those for TIP4P/2005, TIPAP/EW, and TIP5P

are taken from Ref 94. All other values are from the same reference as other properties.

Reference 1, and references therein.
“Reference 89.

dReference 59.

“Reference 4.

"Reference 8.

References 63 and 90-92. Mas et al. (Ref. 93) suggested an empirical estimate of the dimerization energy for
water of 5.00=0.7 kcal/mol based on corrections to the zero point energy.

enthalpy of vaporization). Although the goal of this work is
to explore the ability of the TIP4P-QDP-LJ model to repro-
duce the liquid-vapor coexistence curve by incorporating ad-
ditional physics consistent with modulation of polarizability
in different environments (and parametrization of the model
at a single thermodynamic state point), we did not target
properties at elevated temperatures when parametrizing the
TIP4P-QDP-LJ model. We believe such an approach is most
satisfying for demonstration of the benefits of a fully phase-
dependent polarizable model (i.e., modulation of atomic
hardness and dispersion interactions). Table III shows the
properties for several three-site and four-site water models
including the current work. In general, the current water
model reproduces a wide range of bulk liquid water proper-
ties at 298 K (as parametrized) and compares favorably with
existing models. Although liquid density is robustly repro-
duced by most water models, more variation is apparent in
properties such as gas-phase dimer energy, vaporization en-
thalpy, diffusion constant, and dielectric constants. We note
that in terms of transferability, the polarizable models are
able to capture the gas-phase dimer energy (and structure) as
well as a broad range of condensed phase properties. We note
that the nonpolarizable models such as TIP3P, TIP4P, and
TIP4P-2005 overestimate the favorability of the gas-phase
dimer (Table III). This enhancement of dimer interactions
most likely accommodates a more cohesive vapor phase at
elevated temperatures and in part assists in the more accurate
reproduction of the vapor envelope of the two-phase binodal
by the TIP4P-2005 water model.*®

A. Density profiles and liquid-vapor coexistence

We consider the density profiles for TIPAP-QDP-LJ as a
function of the z-position at various temperatures in Fig.
2(a). As anticipated, increases in temperature result in de-
creasing densities in the liquid phase and corresponding in-
crease in the density of the vapor phase. At T=600 K (our

highest temperature simulated), there still exist two distinct
equilibrium phases, indicating that this temperature is in the
subcritical region. To quantify these results, density profiles
computed at each simulated temperature were fit to an error
function of the form*'™*

1 1 -
p(2) = E(F)L +py) - E(PL - Pv)el'f<Z 5Z0) ) (13)

e

where p; and py, are the densities of the liquid and vapor
phases, respectively, J, is an intrinsic interfacial thickness,
and z, is the position of the Gibbs dividing surface. We ac-
knowledge that density profiles are also commonly fit to a
hyperbolic tangent function of the form**

T =325K
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FIG. 2. Density profiles as a function of z-position (relative to the Gibbs
dividing surface) at various temperatures (upper panel) and the temperature
dependence of interfacial width (lower panel). The inset of the lower panel
demonstrates a strong linear relation (R>=0.998) for temperature vs the
reciprocal of the interfacial width. The solid blue line in this inset is the
linear fit to the hyperbolic tangent data and is expressed as T
=640.7(£3.7)-1286(=22)/ 81"
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TABLE IV. Results of error function and hyperbolic tangent function fits to the density profiles at 300 K=7=600 K. Interfacial thicknesses are expressed
using the 10-90 criteria and are obtained from the inherent interfacial thicknesses via the following relationships: 5;0’90: 1.81246, and 5}0’90:2.19725,.

Error function fit

Hyperbolic tangent fit

T pliq pvap 5(’ pliq pvap 5[
(K) (g/em?) (g/em?) (A) (g/cm?) (g/em?) (A)
300 0.9989(4) 0.0000(1) 3.66(10) 0.9992(4) 0.0000 3.71(10)
325 0.9843(4) 0.0001(1) 3.93(3) 0.9846(4) 0.0000 3.98(3)
350 0.9667(2) 0.0002(1) 4.34(4) 0.9671(2) 0.0000 4.40(4)
375 0.9465(4) 0.0007(1) 4.82(9) 0.9468(5) 0.0003(1) 4.88(9)
400 0.9237(2) 0.0017(2) 5.41(7) 0.9241(2) 0.0014(2) 5.47(7)
425 0.8980(5) 0.0034(3) 6.10(12) 0.8984(5) 0.0030(3) 6.17(12)
450 0.8707(5) 0.0060(3) 6.90(30) 0.8712(5) 0.0056(4) 6.98(30)
475 0.8410(7) 0.0105(5) 7.93(24) 0.8415(7) 0.0100(5) 8.03(25)
500 0.8073(9) 0.0173(5) 9.30(58) 0.8078(9) 0.0167(5) 9.43(59)
525 0.7692(7) 0.0271(13) 10.9(4) 0.7699(7) 0.0265(13) 11.0(4)
550 0.7258(17) 0.0418(9) 13.6(9) 0.7265(17) 0.0410(9) 13.8(10)
575 0.6760(24) 0.0674(15) 17.7(7) 0.6769(24) 0.0663(14) 18.1(7)
600 0.6032(72) 0.1137(48) 26.1(39) 0.6043(73) 0.1120(47) 26.8(40)
1 1 -2 onset of a greater curvature for smaller values of the 10-90
p(z) = E(PL +pv) - E(F’L — py)tanh P (14) " thickness. This suggests a higher predicted value for the criti-

where &, is the intrinsic interfacial thickness associated with
the hyperbolic tangent fit. The results of these fits are pre-
sented in Table IV. Both the error function fit and hyperbolic
tangent fit show results in similar condensed phase densities.
Although py;q from the hyperbolic tangent fit are consistently
higher than those from the error function fit, the values be-
tween both functional fits generally agree within the uncer-
tainty associated with these values. Comparison of the vapor
densities between the two fits shows a similar result, al-
though the p,, from the error function fit are consistently
higher. We also present the interfacial thicknesses obtained
from each fit in Table IV. The differences in curvature of the
two functional forms result in intrinsic thicknesses that are
significantly different. Direct comparison of the thicknesses
obtained from each fit is possible through the conversion of
the intrinsic thicknesses to those using the “10-90” defini-
tion. This describes the width over which the density changes
from 10% to 90% of the bulk density value, and it is easily
obtained via the relationships 520’9():1.812456 and 5}“90
=2.19726,. The interfacial thicknesses are plotted against
temperature in Fig. 2(b) and are shown to increase exponen-
tially. This behavior follows the trends observed in the den-
sity profiles; as the system reaches the critical point, there
will be no distinction between liquid and vapor phases or
equivalently there will be infinite interfacial thickness at the
critical point (we acknowledge that in the present study, we
forego an analysis of the fluctuations in density in liquid and
vapor phases in the near-critical region). To further examine
this, we plotted the temperature as a function of the recipro-
cal of interfacial thickness in the inset of Fig. 2(b). Linear
regression analysis shows a strong correlation between these
data (R*=0.998). Intriguingly, the y-intercept is ~640 K,
which is close to the various values we compute for the
critical temperature (to be discussed at length below) as well
as the experimental critical temperature of water (647 K).
Upon closer examination, we observe what appears to be the

cal temperature, which would only approach more closely
the experimental value compared to the purely linear fit. This
suggests that such an approach can yield a reasonable esti-
mate of the critical temperature of the model via MD simu-
lations, although more extensive tests across spanning a
much broader set of liquids must be inevitably performed to
arrive at a definitive conclusion. It is remarkable that such a
simple analysis yields a value comparable to the experimen-
tal measurement.

The average density for the liquid and vapor phases at
each temperature was then used to generate the liquid-vapor
coexistence curve (Fig. 1). From the liquid-vapor coexist-
ence curve, the critical temperature and density can be esti-
mated using the law of rectilinear diameters and a three-term
Wegner expansion of the form**~!

T
prv=pc+Co I—F

c

T B T B+A
+ BO I—F +Bl 1-? . (15)

Here, p,. is the critical density, T.. is the critical temperature,
and B, By, and C, are variable constants. These parameters
were simultaneously fit using a simulated annealing protocol.
During this fit, the constants 8 and A were set equal to their
standard values as established from renormalization group
theory: (£=0.325 and A=0.50.% Using this protocol, the
critical constants for TIP4P-QDP-LJ were determined to be
T.=622.87 K, p,=0.3511 g/cm? for the error function data
and T.=623.21 K, p,=0.3508 g/cm? for the hyperbolic tan-
gent fit. In order to assess the uncertainty associated with this
approach, the critical constants were also determined by fit-
ting Eq. (15) to available experimental data.’>>® This exer-
cise results in an underprediction of the experimental critical
temperature by 7.6 K and overprediction of the critical den-
sity of water by 0.045 g/cm?, differences of 1.2% and 14%,
respectively. In light of this variation associated with the
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fitting procedure, we investigate the effect of scaling our
predicted critical constants by factors determined from the
differences in the actual experimental and fitted experimental
data to obtain ‘“corrected” estimates of 631 K and
0.308 g/cm® for TIP4P-QDP-LJ. These values are compa-
rable to experiment and demonstrate a degree of accuracy
commensurate with values predicted by several other models
(Table I); we emphasize that the corrected values employ an
ad hoc scaling that is not in general applicable, particularly
in situations where no experimental data are known a priori.
We reiterate that the scaling factor arises from the exercise of
fitting the experimental water VLE data to the renormaliza-
tion theory and we do not assert the use of such scaling
factors in a general sense. From the data of Table I, it is
evident that the current results for critical temperature and
density are not the most accurate relative to experiment;
force fields such as those of Errington and Panagiatopouls54
and the GCPM model of Paricaud et al.”® predict more ac-
curate critical parameters. However, it is important to keep in
mind that the force fields used in these studies were con-
structed by fitting to the VLE curve. This is a nontrivial
distinction when assessing the results of this study to previ-
ous work. The comparison between TIP4P-QDP-LJ, TIP4P-
FQ, and TIP4P-QDP results is most relevant since these
models are closely related in that they are polarizable and
share similar condensed phase properties. The coexistence
curves for TIP4P-FQ and TIP4P-QDP underestimate the con-
densed phase density at high temperatures, with TIP4AP-QDP
demonstrating somewhat better agreement with experiment.
This is anticipated on the basis of the generally higher polar-
izability of the TIP4P-QDP model and its enhancement at
higher temperatures (rarefied densities approaching vaporlike
environments in which water polarizability asymptotes to the
isolated-molecule value of 1.4 A® as represented in the
TIP4P-QDP models). Notably, the increased explicit elec-
tronic polarizability included via the dynamical charges and
environment-dependent polarizability appears to marginally
affect the coexistence curve. However, we observe that the
effects of polarizability (static and dynamic) as incorporated
in the dispersion contributions [Eq. (9)] appear to have a
substantial effect in modulating the cohesiveness of the liq-
uid phase. In this respect, the TIP4AP-QDP-LJ model demon-
strates the added importance of including the variation in LJ
parameters; this effect is directly related to the variation in
molecular polarizability in different environments. Finally,
we note that the predicted coexistence curve is nontrivially
dependent on the simulation protocol. The difference in the
critical constants calculated for TIP4P-FQ in this work and
in Ref. 18 illustrates such dependence. Yoshii ef al.'® predict
a critical temperature of 574 K, which is ~5% lower than
the value predicted here; their critical density of 0.33 g/cm’®
is ~7% lower than the value calculated in this work; how-
ever, we note that that study was based on NVT simulations
of a slightly modified form of TIP4P-FQ mapping out a PpT
surface to which the authors fit an equation of state. Since
the protocols used in the two studies are different, we note
that some care must be taken with the interpretation of the
models. Admittedly, the use of a long-range correction for
dispersion (LJ) interactions (neglected in the current study)
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FIG. 3. RDFs for TIP4P-QDP-LJ at 298 K. Panels (a)-(c) compare the
TIP4P-QDP-LJ O-O, O-H, and H-H radial distributions with combined
neutron and x-ray diffraction data from Soper (Ref. 56) using the “HASY-
lab” set. Panels (d)—(f) are the analogous RDFs as (a)—(c) except using the
“HASYlab new” experimental set (Ref. 56).

may improve the agreement of the simulated coexistence
curves and experiment. Such a term is likely to increase the
cohesion within the bulk and shift the coexistence points
closer to experiment.

Recent studies such as those of Zhang et al.” perform
extremely well in reproducing the coexistence properties of a
flexible water model; the authors also show excellent agree-
ment of their water model to experimental virial coefficients.
We comment here that despite these strengths of the water
model, the authors do not show data on other properties in
order to more rigorously assess the water model across a
wider range of properties. We believe that such approaches
more rigorously define the quality of any given water model.

B. Radial distribution functions

Radial distribution functions (RDFs) for TIP4P-QDP-LJ
at 298 K along with experimentally determined results are
shown in Fig. 3; results for oxygen-oxygen, oxygen-
hydrogen, and hydrogen-hydrogen RDFs are shown. Experi-
mental measurements include results from recent joint struc-
tural refinement using both x-ray and neutron diffraction
measurements [HASYlab (new)] in conjunction with the em-
pirical potential structure refinement (EPSR) method.”®

The TIP4P-QDP-LJ model appears to capture the posi-
tion of the first peak as determined by the combined (x-ray
and neutron) structural refinement measurements as well as
the old and new neutron diffraction measurements; variance
between the different experimentally determined first peak
positions ranges from 0 to 0.4 A. This is also consistent with
EPSR refinement of the diffraction data.’® The first peak
height of the oxygen-oxygen RDF is overestimated relative
to all experimental data as well as EPSR simulation-based
estimates (the latter is demonstrated in Fig. 3); this is also
observed for most water models including the recent TIP4P-
2005 water model. The minimum following the first peak for
the TIP4P-QDP-LJ model is not as well defined compared to
experiment and other water models such as the TIP4P-2005.
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FIG. 4. TIP4P-QDP-LJ RDFs for O-O (left panel), O-H (center panel), and
H-H (right panel) interactions. The RDFs for simulations at temperatures of
298—600 K are shown to demonstrate the loss of structure at elevated
temperatures.

However, the shape of the oxygen-oxygen RDF predicted by
the current water model is consistent with the TIP4P family
of water models originally pzlr('alme:trized.4’6’8

The TIP4P-QDP-LJ oxygen-hydrogen RDFs show
slightly longer first peak positions relative to the combined
x-ray neutron diffraction based EPSR results; furthermore,
the first peak heights are consistently higher and the first
minima shallower. For the hydrogen-hydrogen RDFs, the
current model fares the best in terms of matching experimen-
tal peak positions and peak heights.

Finally, we note that for the oxygen-oxygen and oxygen-
hydrogen RDFs, the force field based distribution functions
exhibit a steeper leading edge toward the first peak; this has
been attributed to the hard, short-range repulsion implicated
with the LJ 12-6 potential®® (also used in this study). It ap-
pears that modulation of this form using varying parameters
does not ameliorate the problem and thus further suggests
possible subtle inconsistencies in the functional form; inter-
estingly, the hydrogen-hydrogen RDF is immune from steep-
ness of the leading edge. This may be due to the lack of LJ
between hydrogens, although this would then also hold for
the oxygen-hydrogen RDF, which in this case also suffers
from the deficiency in the force field. Further studies are
warranted.

1. Temperature dependence of radial distribution
functions

To evaluate changes in structural features with tempera-
ture, the RDFs at elevated temperatures are shown in Fig. 4.
The oxygen-oxygen RDFs (Fig. 4, left panel) clearly indicate
the loss of structure with increasing temperature. By T
=400 K, the second maximum essentially disappears and the
third maximum is greatly diminished. The first peak experi-
ences a general broadening and reduction in magnitude with
increased temperature, corresponding to the breaking of hy-
drogen bonds. We also observe a shift in the primary peak
position with increasing temperature, consistent with the pre-
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FIG. 5. Dipole moment distributions for TIP4P-QDP-LJ computed from
bulk simulations at various temperatures. The inset features the temperature
dependence of the average dipole moment in the bulk (solid line) and in the
vapor (dashed line).

vious simulations.”” In this context it is appropriate to dis-
cuss the variation in the LJ parameters with temperature for
the TIP4P-QDP-LJ model. At enhanced temperatures, the
atomic charges (on average) will approach those of the gas
phase and will result in an increased intermolecular attrac-
tion. Indeed there is an inherent tendency for the oxygen-
oxygen distance to increase as the system becomes less
dense (as demonstrated in Ref. 57); the effect of the charge
dependent LJ parameters acts to oppose this shift in the
oxygen-oxygen peak at higher temperatures. That is, this
temperature dependence of the LJ parameters regulates the
rate at which this peak shifts, which is also manifested in the
shift in the coexistence curve (from that of TIP4P-QDP) to-
ward higher condensed phase densities at higher tempera-
tures.

The diminished magnitude of the first peak in the O-H
RDF (center panel) further supports the disruption of the
hydrogen bonding. The height of the first maximum at 7
=600 K reduces to approximately half the value at T
=298 K. Additionally, the separation between the first and
second peaks of the O-H RDF becomes less distinct with
increasing temperature; that is, the first minimum becomes
less deep. This observation is consistent with ab initio MD
results from Hura ef al.>® Interestingly, the second peak (sol-
vation shell) is relatively unperturbed by changes in tempera-
ture. This suggests that the majority of structure loss occurs
within the first solvation shell as increased thermal fluctua-
tions allow interacting molecules to overcome energetically
favorable hydrogen bonds. Hydrogen bond dependence on
temperature is further explored in Sec. III E. Finally, we re-
mark that the H-H RDFs demonstrate a general “washing
out” of structure consistent with the O—O and O—H RDFs.

C. Dipole moment distributions

Dipole moment distributions (Fig. 5) are presented for
various temperatures. A general broadening of the distribu-
tion and the shifting of the position of the maximum toward
a lower average dipole moment are observed with increasing
temperature. The inset of Fig. 5 demonstrates the variation in
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the average bulk and average vapor dipole moment with tem-
perature. In the vapor, the average dipole moment does not
deviate significantly from the vacuum value until the tem-
perature exceeds 500 K. Below this temperature, the concen-
tration of water is low and interactions between vapor mol-
ecules are essentially negligible. Conversely, higher
concentrations of water vapor above 7=500 K result in
more intermolecular interactions and the induction of higher
dipole moments. The average condensed-phase dipole mo-
ment decreases essentially linearly until ~7=550 K, after
which point the decrease becomes more rapid; this is attrib-
uted to the increased rate at which the condensed-phase den-
sity decreases at temperatures approaching the critical point.

D. Enthalpy of vaporization

The enthalpy of vaporization is calculated as
AI—Ivap = <Egas> - <Eliq> +RT, (16)

where Ejjq is the energy of a molecule in the condensed phase
and Eg, is the energy of a molecule in the gas phase. As an
initial approximation, we can estimate the latter quantity as
the energy of a molecule in vacuum. This approximation is
appropriate for low temperature (<450 K) vapor phases
where the concentration is low enough to prevent significant
interactions. However, as has been previously discussed,
vapor-phase density becomes nontrivial at higher tempera-
tures and this approximation no longer holds. Therefore, con-
stant NVT simulations at the equilibrium vapor phase density
as determined from interfacial simulations were conducted
for systems at temperatures at 400 K or greater. For compari-
son, the temperature profiles of enthalpy of vaporization cal-
culated using both the ideal gas approximation and the simu-
lation E,, are presented in Fig. 6. AH,,, at 298 K for TIP4P-
QDP-LJ (10.47+0.10 kcal/mol) demonstrates an excellent
agreement with experiment and other state-of-the-art water
models. This is expected since this was one of the target
properties during the parametrization process. The excellent
agreement of this property and experiment at multiple state
points demonstrates the ability of TIP4P-QDP-LJ to capture
relative energetics between phases. As anticipated in the
above discussion, the values calculated for TIP4P-QDP-LJ
using an ideal gas assumption show excellent agreement
with experiment over the range 298 K<7<500 K, deviat-
ing more at elevated temperatures. Values calculated using
the additional simulation of the vapor phase demonstrably
improve accuracy at higher temperatures. Furthermore, the
values calculated using this latter approach ultimately con-
verge with those using the ideal gas approximation at lower
temperatures. For simulations conducted at the experimental
densities, the enthalpy of vaporization (shown in Fig. 6 as
calculated using Eg,, from NVT simulations at the experi-
mental gas phase density) demonstrates better agreement
with experiment than those at the simulation density, sug-
gesting the relative energetics between the liquid and vapor
phase is adequately represented at the correct densities. We
finally note that the present approach to vaporization enthal-
pies does not include higher-order corrections such as dis-
cussed by Horn et al” in parametrizing the TIP4P/Ewald
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FIG. 6. TIP4P-QDP-LJ condensed phase properties from simulations at the
model’s coexistence densities (black circles), the experimental coexistence
densities (blue squares), and experiment (solid red line). The upper panel
demonstrates the dependence of the enthalpy of vaporization on tempera-
ture. Circles represent AH,,, values using the approximation that E, is the
energy of an isolated TIP4P-QDP-LJ molecule, whereas X treat E, as the
average energy of a TIP4P-QDP-LJ molecule in a gas-phase simulation at
each temperature at the coexistence py,,. Experimental enthalpies of vapor-
ization are taken from Ref. 90. The center panel demonstrates the trend of
decreasing dielectric constant with temperature for TIP4AP-QDP-LJ and ex-
periment (Ref. 90). The bottom panel demonstrates the increase in self-
diffusion constant with increasing temperature for TIPAP-QDP-LJ and ex-
periment (Ref. 100). Diffusion constants for TIP4P-QDP-LJ are corrected
for infinite system size (Refs. 8 and 62).

model. Thus, within the formalism we have adopted, the va-
porization enthalpies match well the available experimental
data; inclusion of further corrections may deteriorate or not
affect the accuracy demonstrated in the current study.

E. Hydrogen-bond profiles

We examine the average number of hydrogen bonds in
the condensed and vapor phases as a function of temperature.
For this analysis, we employ a geometric definition of a hy-
drogen bond in which the oxygen-oxygen distance is less
than 3.5 A and the O-O-H angle is less than 30°.59¢" Ad-
ditionally, the probability of hydrogen bond formation (inset
of Fig. 7) is determined by the ratio of the number of hydro-
gen bonds formed by a molecule and its coordination num-
ber. The coordination number is taken as the number of mol-
ecules satisfying the distance criteria. Expectedly, the
average number of hydrogen bonds in the condensed phase
decreases steadily with increasing temperature. Although
there is essentially no hydrogen bond formation in the vapor
phase below T=500 K, the increased density of this phase at
higher temperatures leads to greater opportunity for molecu-
lar interaction and the formation of some hydrogen bonds.
This effect becomes increasingly drastic approaching the
critical temperature, where the vapor density is maximized.
Despite the rapid changes in the average hydrogen bonds at
high temperatures, the fraction of hydrogen bond formation
decreases approximately linear at higher temperatures. This
can be rationalized in that although the average number of
hydrogen bonds changes more rapidly at higher tempera-
tures, there is also a corresponding change in the coordina-
tion number due to the increased rate of change in the den-
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FIG. 7. Hydrogen bond temperature profiles for TIP4P-QDP-LJ for the bulk
(circles) and vapor (diamonds) phases. Hydrogen bonds are defined using
the geometric criteria of Roo<3.5 A and £ oy <30°. The inset plot fea-
tures the average fraction of hydrogen bonds relative to the coordinate num-
ber, which is defined using only the distance criteria of hydrogen bonding.

sity in each phase. The fraction of hydrogen bonds decreases
most rapidly at the lower temperatures 7<<450 K, where the
changes in density are relatively minor but the enhanced
thermal energy allows for the breaking of hydrogen bonds.
We note that this temperature range also exhibited significant
loss of structural features in the RDFs.

F. Self-diffusion constant

The self-diffusion constant is calculated using the Ein-
stein relationship

I DN
l)s—-E326t<(r0) (0))%). (17)

It has been previously suggested that the self-diffusion con-
stant is inherently sensitive to the system size.%” We have
previously estimated a 1.1 multiplicative factor® as an appro-
priate correction for a system of 216 water molecules to an
infinitely large one. All self-diffusion constants presented for
TIP4P-QDP-LJ, including those in Fig. 6, have been cor-
rected using this correction for system size. The self-
diffusion constant for the TIP4P-QDP-LJ at 298 K,
2.30(+0.01) X 107 m?/s, demonstrates an excellent agree-
ment with the experiment (2.30X 10~ m?/s) (Ref. 63) and
the TIP4P-QDP value of 2.48(*0.04)X 107 m?/s. At
higher temperatures, the self-diffusion constant increases due
to increased thermal energy leading to the breaking of hydro-
gen bonds and the loss of structure. We observe remarkably a
strong agreement between the values calculated for TIP4P-
QDP-LJ and experiment at elevated temperatures. The qual-
ity of the current model is equivalent to the GCPM model of
Paricaud ef al.* although the authors of that work performed
NVT MD studies at the experimental densities. Additional
simulations of TIP4P-QDP-LJ performed at the experimental
coexistence density underpredict the experimental diffusion
constants, resulting in generally poorer agreement than is
seen considering the simulations at the model’s coexistence
density. Such an underprediction is anticipated on the basis
on the effect of densification on reducing diffusion. We fur-
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ther remark that Paricaud er al.” only present the self-
diffusion constants up to 350 K and begin to see an under-
prediction of the quantity. Our model performs similarly at
the experimental densities in this temperature range.

G. Dielectric constant

For the bulk TIP4P-QDP-LJ systems at the temperature
studied, the dielectric constants are computed using the rela-
tion

4ar

T MRy — (VD -
+ 3kBT<V>(<M> M) - (M), (18)

€=€,
where M is the dipole moment of the simulation cell. The
term €., is the dielectric constant at infinite frequency or op-
tical dielectric constant. We estimate the magnitude of this
term via the Clausius—Mossotti equation

€—1 47ra(T)
€.+2 3V

(19)

where (V(T)) is the average molecular volume at temperature
T and (a(T)) is the average molecular polarizability at tem-
perature 7. Thus, we use the average molecular polarizability
calculated using Eq. (5) to determine €,.. Although alternate
methods for calculating the optical dielectric constant have
previously been employed, such approaches tend to overes-
timate this value.® Furthermore, the total magnitude of this
term is well below the uncertainty in the total dielectric con-
stant and small inaccuracies in this term will be inconsequen-
tial in establishing trends with increasing temperature. We
compute €, of TIPAP-QDP-LJ to be 1.69 at 298 K, which is
reduced from the experimental value of 1.79,64 similar to the
TIP4P-FQ value (1.592) reported by Rick et al.* At the el-
evated temperatures studied (325-600 K) we observe a de-
crease in €, which becomes more drastic at higher tempera-
tures [e.g., 1.64 (400 K), 1.55 (500 K), 1.40 (600 K)].
Although increasing polarizability works to increase the
magnitude of €, while the increasing molecular volume with
temperature decreases the magnitude of this property, the
rate of change in the density with temperature is greater than
that of polarizability for this model resulting in the net de-
crease in €, with increasing temperature.

The dielectric constant for TIP4P-QDP-LJ at 298 K was
calculated to be 77*= 11, which is in excellent agreement
with the experiment and an improvement over the TIP4P-
QDP value. In general, however, the dielectric constant for
TIP4P-QDP-LJ is slightly higher than the experiment over
the temperatures sampled. Furthermore, results at both the
simulation at experimental densities are essentially equiva-
lent in terms of their reproduction of experiment. The ob-
served temperature dependence of the dielectric constant for
the current model is commensurate to that of the GCPM of
Paricaud er al.”® It appears that a proper accounting of the
state-dependent (or environment dependent) polarization ef-
fects (whether explicitly via polarizable electrostatics or in
combination with the effects of dispersion) is important and
that the similarities in the observed predictions of the present
model and the GCPM model suggest the fundamental origins
of these effects.
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FIG. 8. (a) Surface tension and (b) vapor pressure profiles with temperature.
Experimental surface tension data are taken from Ref. 101. The dotted line
in panel (a) is the fit of Eq. (21) to the surface tension data from T
=300-550 K (as discussed in the text), while the dotted line in the vapor
pressure profile [panel (b)] represents the functional fit using Antoine’s law.
The additional symbols in panel (b) represent the vapor pressures of other
water models (consistent with those in Fig. 2). The solid black square rep-
resents the critical pressure corresponding to the uncorrected critical tem-
perature for TIP4P-QDP-LJ, while the solid black triangle corresponds to
the critical pressure calculated using the corrected critical temperature. Ex-
perimental vapor pressure data are taken from Ref. 90.

H. Surface tension

The surface tension of liquid arises from the imbalance
of intermolecular forces at the surface of a liquid-vapor in-
terface. Due to the strength of its hydrogen bonds, water has
a relatively high surface tension of 71.9 dyn/cm at 298 K.
However, as the temperature of the system increases, the
cohesive forces at the surface diminish, resulting in a dimin-
ished energetic penalty for water molecules to leave the bulk
for the interface; the free energy penalty for creating more
surface (at constant volume) decreases. Thus, the surface ten-
sion of water will decrease with increasing temperature until
a uniform fluid phase is reached (i.e., the critical point). In
this regard, we calculate the surface tension for the liquid-
vapor interface at each temperature considered from the dif-
ference in the normal and tangential elements of the internal
pressure tensor’®

L P.+P,,
'y=—Z<PZZ— y), (20)
2 2
where P, Py, and P_ are the diagonal elements of the

internal pressure tensor and L, is the length of the simulation
cell in the direction normal to the surface. The dependence of
surface tension on temperature is presented in Fig. 8(a). Al-
though this quantity is consistently higher than the experi-
mental values, the qualitative trend is matched. That the cur-
rent model systematically overestimates surface tension at
lower temperatures may be due to an insufficient/incorrect
form of the polarizability and repulsion/dispersion interac-
tion scaling function or to a need for further refinement
and/or fine tuning of the water-water interaction modulation
in the interfacial region. Moreover, as the surface tension is
derived from the difference in the normal and tangential
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pressure tensor components, an overestimation of the surface
tension suggests that the normal component is not described
well by the model; this is self-consistently borne out by the
overestimation of the vapor pressure (as determined as the
normal component of the pressure tensor from NVT simula-
tions), as shown in Fig. 8(b).

We next consider the prediction of the critical tempera-
ture (7,) from the computed surface tension data. Following
the approach of Vega and de Miguel,67 we correlate our sur-
face tension data to the expression

eI D)

where a, b, and T, are treated as fitting parameters. The
exponent u is set to 11/9 as first suggested by Guggenheim68
and recently applied by Vega and de Miguel.67 In order to
compare to the results of Vega and de Miguel67 we only
include data up to 7=550 K (as done by Vega and de
Miguel67) for the current fitting. Issues related to the surface
tension calculation at elevated temperatures nearing the criti-
cal temperature are discussed below. From the surface ten-
sion data, we estimate a critical temperature for TIP4P-QDP-
LJ, T.=645*=7 K. Although this value overestimates the
critical temperature as estimated from the Wegner expansion
fit of the coexistence envelope (7,=623 K), it is in good
agreement with the prediction from extrapolation of the in-
terfacial thickness (7,=640 K). Moreover, the surface ten-
sion based critical temperature is overestimated much as ob-
served for other fixed-charge water models shown recently.67
Furthermore, based on our analysis of the prediction of criti-
cal temperature based on a Wegner fit to the experimental
liquid-vapor envelope, we also realize that the critical tem-
perature predicted by fitting the liquid-vapor envelope is
lower than that predicted by surface tension data analysis.

We return to the nature of the curvature of the surface
tension curve in Fig. 8(a). The current model shows the
weakly sigmoidal functional form observed for nonpolariz-
able, fixed-charge water models as shown by Vega and de
Miguel.67 At higher temperatures, the curvature begins to
change approaching the critical point, a behavior ascribed in
general to strongly associating fluids.”’” In the current work,
we observe that beginning at 550 K, the curvature of the
surface tension data displays a significant shift in curvature.
This is in contrast to previously reported results with nonpo-
larizable water models (although we note that in Ref. 67,
some water models show a systematic drift to higher values
of surface tension than obtained from the correlation curve as
one approaches the critical temperature).

We posit that at elevated temperatures (575, 600 K) stud-
ied in this work, the nature of the bulk phases is not as
rigorously defined, the implication being the following: the
nature of the vapor-liquid interface is no longer fundamen-
tally planar (significant fluctuations of the Gibbs dividing
surface on the order of 10 A at 600 and 575 K compared to
less than 1 A at 298-350 K and 2 and 3 A from 350-450 K)
and the surface tension definition is no longer rigorously
applicable in the form of Eq. (20). Further observations of
the interfacial systems at 575 and 600 K (via analysis of MD
snapshots and animations of simulation trajectories) demon-
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strate rather large deformations of the interface, suggesting
that the current system formulation of the interface may not
allow an accurate sampling of normal and tension forces
comprising the macroscopic surface tension at these elevated
temperatures. In light of such system behavior, we adopt the
approach of limiting the range of surface tension data to use
for estimating the critical temperature based on surface ten-
sion data to values up to 550 K as done in previous studies.
We reiterate that the current surface tension data with the
caveats just discussed are self-consistent with the predictions
of critical parameters based on fits to the coexistence liquid-
vapor densities of Fig. 1. We note that the use of the bulk
liquid and vapor densities obtained at the elevated tempera-
tures nearing the critical temperature is still valid as equilib-
rium bulk phases of sufficiently large spatial extent are gen-
erated and persist for the duration of the simulation.
Alternative approaches to the binodal, such as the Gibbs—
Duhem integration method,* would prove insightful and are
being pursued in our laboratory.

|. Vapor pressure

The vapor pressure is taken as Pvap=PZZ=Pn(,rml.69’70

The vapor pressures calculated for each temperature are pre-
sented in Fig. 8(b). P,,, for TIP4P-QDP-LJ is consistently
higher than the experiment, deviating most at higher tem-
peratures. From the vapor pressure data, we can estimate the
critical pressure P, using Antoine’s law”"!

B
In(P)=A+
n(P) T

+C’ 22)

where A, B, C are adjustable parameters used in the fit deter-
mined to be A=13.44, B=-5733, C=101.7. P. was then
obtained by solving for pressure at the critical temperature of
the model. We compute P.=250.9 atm for the uncorrected
critical data and P.=270.6 atm for the corrected data. Al-
though these pressures overestimate the experimental value
of 218 atm by about 30-50 atm (15%-24%), this agreement
is relatively acceptable considering critical pressures calcu-
lated using state-of-the-art nonpolarizable models can under-
estimate the experiment by almost 60%.

We note that the vapor pressure and vaporization en-
thalpy (both computed in this study) are thermodynamically
related via the Clapeyron equation. It may be surprising that
the vaporization enthalpy computed using Eq. (16) is in
much better agreement with the experiment compared to the
vapor pressures given the connection of the two via the Cla-
peyron expression. However, we emphasize that the two
properties are independently determined from a simulation,
and due to the empirical force field used to generate the
thermodynamic ensembles at the various state points, any
departure of the predicted properties from experiment is due
to error in the force field. Thus, it is not surprising that vapor
pressures predicted using computed vaporization enthalpies
and the Clapeyron equation differ from values calculated
from the system virial (the latter depending on the forces and
intermolecular potential). We acknowledge this weakness of
the current force field. Furthermore, the Clapeyron equation
includes the volume change in vaporization along the VLE
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line. Since in the present simulations the densities along the
VLE envelope are not predicted to 100% accuracy, the de-
viation of the predicted trends in vapor pressure and vapor-
ization enthalpies from the predictions of the Clapeyron
equation are embodied in the volume change term; moreover,
to reiterate, this behavior is thus self-consistent.

Finally, we show in Fig. 8(b) the results of vapor pres-
sure prediction from other water models including GCPM,
SPC/E, TIP4P-FQ, and TIP4P-2005. We observe that most
water models perform similarly up to roughly 450 K when
the TIP4P-QDP-LJ model begins to deviate first. The
TIP4P-FQ and TIP4P-2005 both underestimate experimental
vapor pressure and thus perform quite similarly.

J. Interfacial potential

As a final measure of the combined electrostatic and
orientational changes with temperature, we consider the in-
terfacial potential over the range of temperatures studied. We
consider the interfacial potential as the difference between
the gas-phase Volta outer potential and the liquid phase Gal-
vani inner potentials as defined in standard treatments’> '
and considered in rather elegant detail recently.%f79 The
Volta outer potential is the work to bring a unit point charge
(no excluded volume) from infinity to the vapor side of the
liquid-vapor interface; the Galvani inner potential is the
work to transfer a unit point charge from the vapor through
the interface and into the bulk liquid.76 In keeping with pre-
vious studies,’**® we calculate this property by doubly inte-
grating the z-component (surface normal) of the charge den-
sity as follows:

AD(2) = B(2) - (zg) = f dz f T dp(2), (23)

where z specifies the center of mass of the bulk slab. This
potential can be decomposed into contributions arising from
the total water dipole contribution (A®,,) and the water
quadrupole contribution (ACIDQ).19 The dipole moment contri-
bution is computed via integration of the water dipole mo-
ment density P,(z) over z according to'****

e’}

1
AdDy=-—| dzP,(2), (24)

€ 20

where the dipole moment density is defined as
P(2)= <E oz - zm)(E qimzim>>' (25)

The quadrupole contribution is calculated from the local mo-

lecular quadrupole density Q. (z) and a reference value Q ,

1
A(DQ(Z) == _|sz(z) - Q;Z . (26)
€

We take the reference Q] =0 and define the quadrupole mo-
ment density84’85 as
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FIG. 9. Interfacial potential and its decomposition into dipole (Ad,,) and
quadrupole contributions (A®,). The dipole contribution is presented as
—Ad,, to allow for direct comparison of the relative changes in the quad-
rupole contribution.

sz(z) = <2 5(Z - Zm) ( %2 qimzizm) > . (27)

Figure 9 shows the change in interfacial potential and its
components with temperature. We note that the presented
total interfacial potentials (A®,,) were calculated using Eq.
(23) and they deviate from the sum of the dipole and quad-
rupole contributions by ~4 mV. This difference is within
the statistical uncertainty associated with each potential indi-
cating the self-consistency in the two methods of calculation.
For temperatures less than 450 K, the interfacial potential
fluctuates between values of 520-540 mV, which is consis-
tent with the values calculated using TIP4P-FQ and TIP4P-
QDP at 298 K.? as well as numerous other water force fields.
As seen in the decomposition, A®,, and ACIDQ decrease in
magnitude at slightly different rates, resulting in a negative
slope d®/dT for temperatures up roughly 350 K; the slope
obtained for the current model is (—0.25 mV/K). We obtain
this value from the slope of a least-squares linear fit to the
interfacial potentials calculated for 7=300-350 K. The sign
agrees well with the experiment (—0.27 mV/K) as well as
the values of Sokhan and Tildesley19 (using SPC/E), —1
mV/K, and Dang and co-workers®*% (using their polarizable
model), —1.2 mV/K (all at 298 K). The rate of change in the
dipole moment contribution is greatest at the lower tempera-
tures. Since the dipole contribution is intimately connected to
changes in the orientational structure of water, the high rate
of change in dipole contribution is expected due to the pre-
viously noted rapid rate of structural change at these tem-
peratures. Conversely, the quadrupole contribution, which
has a dependence on the density difference between the two
phases, decays most rapidly at higher temperatures as the
densities of the condensed and vapor phases converge and
the variation in density difference is greates‘t.19 In agreement
with the simulations of Sokhan and Tildesley,19 both the con-
tributions monotonically approach zero as the temperature
approaches the critical point. Such changes would result in
zero interfacial potential at the critical point, which is ex-
pected for uniform phase. Interestingly, much as Sokhan and
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Tildesley,19 we observe a slight minimum in the total surface
potential at 350 K. Whether this is purely coincidental or a
manifestation of a more fundamental underlying effect is be-
yond the scope of this study (but presents an interesting
question for further work). We finally note that the nature of
the total surface potential of the water liquid-vapor interface
is generally predicted to be negative using most polarizable
and nonpolarizable force fields. Also, recent ab initio MD
study by Kathmann et al.”® demonstrated that the water sur-
face potential is —18 mV, at least qualitatively bearing out
the sign predicted by classical force fields.

IV. DISCUSSION AND CONCLUSIONS

We have presented a modified version of the TIP4P-QDP
water model previously developed in our laboratory. The wa-
ter model TIP4P-QDP-LJ accounts for the change in the dis-
persion and repulsion interactions between water molecules
as a function of the polarizability of the molecule. Within the
formalism of the TIP4P-QDP water model, this maps onto
the variation in the LJ interactions with molecular dipole
moment, and more fundamentally, atomic charge (in this
case, the charge on the virtual M-site of the TIP4P model).
The motivation for such an undertaking is to fully develop
the concept of modeling phase dependent polarizability as
introduced in the TIP4P-QDP model. Fully accounting for
phase dependent polarizability had profound benefits for re-
producing the liquid-vapor coexistence curve compared to
analogous models in which no treatment of phase-dependent
polarizability was considered (TIP4P-FQ) and in which only
the molecular hardnesses varied with phase (TIP4P-QDP).
The level of agreement with experimental properties at vari-
ous temperatures (self-diffusion constants, enthalpy of vapor-
ization, dielectric constants, etc.) is remarkable considering
this model was only fit to gas-phase properties and bulk
properties at 298 K. Furthermore, we find that the tempera-
ture coefficient of the surface potential (rate of change in
surface potential with temperature) is in qualitative agree-
ment with previous molecular simulation studies as well as
experiment. However, despite the successes of the model, it
also has shortcomings. First, we mention that the dependence
of the LJ terms on the average charge between two water
molecules inherently necessitates additional parametrization
for use with other chemical entities. Furthermore, TIP4P-
QDP-LJ has not been successful in the reproduction of the
temperature at maximum density (data not shown). Much
like the TIP3P water model, there appears to be broad tran-
sition between liquid and solid at temperatures below ambi-
ent conditions. This may be related to the omission of a
linear term in the charge dependence of the dispersion/
repulsion nonbonded terms. Ongoing work will determine
the sensitivity of the model to this parameter. We note that in
the final analysis, a systematic addition of further physical
effects into the TIP4P-QDP water systematically resulted in
an improvement of the coexistence properties. We believe
that further tuning of the model is warranted and will provide
a more accurate (if not quantitative) water model applicable
over a broad range of thermodynamic state points.

Admittedly, the complexity of our water model appears
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superficially exorbitant; however, upon closer examination, it
is no more computationally expensive compared to the origi-
nal TIP4P-FQ and TIP4P-QDP water models. As reported in
a previous study, the TIP4P-FQ and TIP4P-QDP water mod-
els require effectively equivalent overhead with regard to
fixed charge force fields using standard LJ and particle mesh
Ewald schemes. For the TIP4P-QDP-LJ model, the varying
LJ parameters are facilely absorbed into the calculation of
the usual pair interactions, and thus introduce no extra cost.
When running identical calculations with each of the QDP
models, we observed that TIP4P-QDP requires 1.002 times
the computational cost of TIP4P-FQ; TIP4P-QDP-LJ per-
forms at 1.025 times the computational cost of TIP4P-FQ.

Future studies will probe the effects of varying the con-
tributions of the repulsive and dispersion components of the
charge-dependent LJ interaction on the predictions of vapor-
liquid equilibria. We acknowledge that this, to some extent,
moves away from the philosophy of parametrizing physical
models to only one state point with the goal of realizing
broad transferability. Nevertheless, an independent study on
the potential capability of such models on an equal footing
(with respect to parametrization based on data over a range
of thermodynamic state points as has been traditionally
done’) would provide further insight into the fundamental
mechanisms associated with such interfaces. Moreover, from
a biological perspective, studies of the nature of lipid-water
interactions would also prove stimulating. It has been shown
that the dipole moment of water molecules in the center of a
lipid bilayer™ is dramatically lower than that in the bulk,
reaching values equivalent to that in the gas phase. This
physical behavior coupled with the variation in polarizability
and molecular size as in the TIP4P-QDP-LJ, we expect, will
result in nontrivial differences in lipid-water interaction en-
ergetics, dynamics, and structure. Studies along those lines
continue in our laboratory.
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