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Abstract

Given activity training data from Hight-Throughput Screening (HTS) experiments, virtual High-
Throughput Screening (VHTS) methods aim to predict in silico the activity of untested chemicals.
We present a novel method, the Influence Relevance Voter (IRV), specifically tailored for the vVHTS
task. The IRV is a low-parameter neural network which refines a k-nearest neighbor classifier by
non-linearly combining the influences of a chemical’s neighbors in the training set. Influences are
decomposed, also non-linearly, into a relevance component and a vote component.

The IRV is benchmarked using the data and rules of two large, open, competitions, and its
performance compared to the performance of other participating methods, as well as of an in-house
Support Vector Machine (SVM) method. On these benchmark datasets, IRV achieves state-of-the-
art results, comparable to the SVM in one case, and significantly better than the SVM in the other,
retrieving three times as many actives in the top 1% of its prediction-sorted list.

The IRV presents several other important advantages over SVMs and other methods: (1) the output
predictions have a probabilistic semantic; (2) the underlying inferences are interpretable; (3) the
training time is very short, on the order of minutes even for very large data sets; (4) the risk of
overfitting is minimal, due to the small number of free parameters; and (5) additional information
can easily be incorporated into the IRV architecture. Combined with its performance, these qualities
make the IRV particularly well suited for vHTS.

Virtual High-Throughput Screening (VHTYS) is the cost-effective, in silico complement of
experimental HTS. A vHTS algorithm uses data from HTS experiments to predict the activity
of new sets of compounds in silico. Although VHTS is sometimes cast as a classification task,
it is more appropriately described as a ranking task, where the goal is to rank additional
compounds, such that active compounds are close to the the top of the prediction-sorted list as
possible. The experiments required to verify a hit are expensive, so it is critical that true actives
be recognized as early as possible. Accurately ordering actives by their degree of activity,
however, is not critical. The VHTS task, therefore, differs from the “ranking' task of the machine
learning literature, in that the goal is not to precisely order the chemicals in relation to each
other, but rather to globally rank as many actives as possible above the bulk of the inactives.
Furthermore, proper VHTS training data for the ranking task, is often unavailable.
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An important algorithm proposed for vHTS is the k-Nearest Neighbor (kNN) classifier, a
nonparametric method which has been shown effective in a number of other problems.1:2 In
the KNN approach, each new data point is classified by integrating information from its
neighborhood in the training set in a very simple way. Specifically, a new data point is assigned
to the class occurring most frequently among its k closest structural neighbors in the training
set.

While the kNN algorithm has been applied to chemical data, it does not perform
optimally3-6 because all the nearest neighbors contribute equally, regardless of their relative
properties and similarities to the test chemical. Hence, important concepts—such as “the more
similar a chemical is to its active neighbors, the more likely it is to be active itself” or “the
closest neighbors should influence the prediction more than the furthest ones”—are not
representable with a KNN. Furthermore, the KNN is usually used to classify, rather than to rank,
unknown data. The kNN output can be modified to be an integer between 0 and k by counting
the number of neighbors that are active, instead of taking a binary majority vote, but even with
this quantization many compounds are mapped to the same integer value and therefore cannot
be properly ranked. This is a critical deficiency for vHTS where economic or other reasons
may dictate that only a few of the top hits be testable. KNN, even in its quantized version, does
not provide a clear ranking of its top hits.

A number of researchers have attempted to rectify these deficiencies of KNN by employing
alternate weighing schemes and decision rules.”"15 In many domains, including vHTS, %10
these modifications can substantially improve classification performance. With few
exceptions,10:12,13 however, these modifications are either somewhat ad hoc, untuned to the
nuances of each dataset, or do not produce probabilistic predictions.

Here we propose a novel vHTS method, the Influence Relevance Voter (IRV), which can also
be viewed as an extension of the kNN algorithm. The IRV uses a neural network
architecture®-18 to learn how to best integrate information from the nearest structural
neighbors contained in the training set. The IRV tunes itself to each dataset by a simple gradient
descent learning procedure and produces continuous outputs that can be interpreted
probabilistically and used to rank all the compounds. We assess the performance of IRV on
two benchmark datasets from two recent open datamining competitions. For comparison
purposes, we also implement two other methods: MAX-SIM and Support Vector Machines
(SVM). MAX-SIM is a particularly simple algorithm, a useful baseline for comparison. In
contrast, SVMs are a highly sophisticated class of methods which have been successfully
applied to other chemical classification problems!®:20 and are expected to yield high
performances on VHTS datasets. Comparisons against the KNN method are not included
because the KNN does not rank its hits and, in prior studies, has been consistently outperformed
by SVMs on chemical data.

The IJCNN-07 Competition and The HIV Data

In 2007, the International Joint Conference on Neural Networks (IJCNN-07)2! organized the
Agnostic Learning versus Prior Knowledge Challenge (ALVPK), a blind prediction
competition on five datasets from different fields. One of the datasets used in the competition,
the HIV dataset, is a VHTS dataset. The dataset was derived from the Drug Therapeutics
Program (DTP) AIDS Antiviral Screen made available by the National Cancer Institute (NCI)
22The HIV dataset contains assay results for 42,678 chemicals experimentally tested for their
ability to inhibit the replication of the Human Immunodeficiency Virus in vitro.
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The conference organizers processed the raw DTP data in three steps. First, the HIV data was
randomly partitioned into a training set consisting of 10% of the chemicals and a testing set
composed of the remaining 90%, each labeled with their activity in the screen. Second, the
“active' and “moderately active' compounds were combined into a single active class. This
processing step, therefore, reduces the number of classes to two. Finally, for each chemical in
the HIV dataset, the organizers of the competition provided both pre-computed feature vectors
and the raw chemical structures from which they were extracted. We discard the organizers'
feature vectors, preferring to extract our own features.

We constructed cross validation datasets by combining both the training and testing datasets
from the competition. Active compounds were defined according to the competitions rules.
The details of the data partitions for both the cross validation and competition datasets are
summarized in Table 1.

The McMaster Competition and The DHFR Data

Methods

In 2005, the McMaster University organized a vHTS competition using experimental data
generated in their laboratories. They screened 99,995 chemicals for inhibition activity against
Dihydrofolate Reductase (DHFR). Inhibitors of DHFR are known to be effective cancer drugs,
so both datasets have direct medical relevance. The 99,995 chemicals used in the screen were
partitioned into a training and a testing sets of 49,995 and 50,000 chemicals, respectively, all
of which are available on the web.23 For each molecule, two or three assays were performed
and the results were reported as the percentage of full DHFR activity achieved in the presence
of the test chemical. Lower percentages correspond to higher inhibition. Chemicals were then
classified as inhibitors, i.e. active compounds, when all the experimental percentages were
below 75%. According to this criterion, less than 0.2% of the data was found to be active.

It is important to note some peculiarities of the protocol used in the McMaster competition.
First, the DHFR data contains 315 pairs of duplicate chemicals. These duplicates correspond
to identical chemicals tested in solution with, and without, salt ions. Thus, from an experimental
standpoint, these duplicate correspond to different experiments. The organizers, however, did
not report which salt ions were used in each screen. Additionally, all molecules participating
in duplicate tests, irrespective of the salt ions, were classified as inactive. Hence, from a
computational standpoint, these duplicates are effectively redundant and should have been
removed from the data to accurately assess performance. Second, rather than randomly
partitioning the data, the competition organizers decided to increase the task's difficulty by
minimizing structural similarity between the chemicals in the training and testing data.24 At
the conclusion of the competition, this decision was criticized by the participants for artificially
lowering the performance of similarity-based VHTS methods.

The submissions to this competition are evaluated in Lang et al.2> and Parker25. For comparison
purposes, we first conduct tests using the same exact protocol as the one used in the competition,
keeping duplicates in the data and using the same training/validation data split. However, we
also conduct additional full cross-validation experiments were the competition rules do not
need to be strictly followed, so we remove duplicates chemicals from the training and testing
datasets. Table 1 details the characteristics of the final dataset used in this study.

As in most chemoinformatics applications, such as the search of large databases of small
molecules?’-29 or the prediction of their physical, chemical, and biological properties,19:19,
20,27 31| the vHTS methods we implement depend on a quantitative notion of chemical
similarity to define the local geometry of chemical space. The underlying intuition, explicitly
articulated as the Similar Property Principle,3C is that the more structurally similar two
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molecules are, the more likely they are to have similar properties. In turn, the notion of
similarity is closely related to how molecules are represented. Thus, in order to precisely define
our methods, we must first describe the representations and similarity measures used in this
study.

Molecular Similarity and Representations

For this study, we define chemical similarity using a fairly standard fingerprint vector
representation. Fingerprints are vectors recording the occurrences of particular substructures
within molecular graphs. If we denote a labeled molecular graph with a calligraphic letter,

</, and a fingerprint by 5 = (A;), each component A; stores a 1-bit (or 0-bit) to indicate the
presence (or absence) a particular substructure in 7. Alternatively, each component can store
the number of times the corresponding substructure appears in the graph. The resulting
fingerprints are very sparse and are often compressed using a lossy algorithm.31:32 For this
study, we use the lossless compression algorithm described elsewhere.33

Each component of the fingerprint corresponds to a particular labeled substructure. In terms
of labeling, we consider two labelings of the molecular graph, Element (E) and Element-
Connectivity (EC). In Element labeling, each vertex is labeled by the corresponding atomic
symbol (e.g. C for carbon, O for oxygen, N for nitrogen). In Element-Connectivity labeling,
each vertex is labeled by the atomic symbol of the corresponding atom together with the number
of heavy atoms to which it is bonded (e.g. C3 for a carbon with three heavy atoms attached).
In both labeling schemes, the bonds are simply labeled according to their type (single, double,
triple, or aromatic). In terms of graphical substructures, we consider both paths'920 of depth
d up to 2, 5, or 8 bonds, or circular substructures34 of depth d up to 2 or 3 bonds. Thus the
fingerprint components index all the labeled paths, or all the labeled trees, up to a certain depth.

Among the many possible ways of defining similarity between fingerprint vectors,3® we
consider two similarity measures, known to work well with chemical data, the Jaccard-
Tanimoto and MinMax measures. In the case of binary fingerprints, the Tanimoto similarity
measure is defined by

— =\ ANB
. =s(3.3) A0
S si) S( AUB (1)

where ANB is the number of 1-bits in both 7y AND 3, and AUB is the number of 1-bits that

appear (non-exclusively) in either 7§ OR . In the case of count fingerprints, which record the
number of times each substructure occurs in a chemical, previous studies have shown that the
MinMax similarity is one of the best performing similarities.29:36 MinMax is defined by

— —\ X;min(A;, B))
S (o, B)=S (A, B):'i
X; max (A;, B)) 2

where the summations extend over all fingerprint components.

Maximum Similarity

One of the simplest methods for VHTS is the Maximum Similarity (MAX-SIM) algorithm,
37,38 jn which each test molecule is scored by its highest similarity to a known active compound.
Molecules with higher scores (most similar to one of the active molecules) have greater
likelihood of being active. Formally, if {</3,...,.7| 7|} is the set containing all known active
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compounds and S is a similarity measure between two molecular fingerprints, the output of the
predictor, z(Z"), for the test chemical, 27, is given by

e A P
2(Z)=max S (2, &)
A= 3)

MAX-SIM s trivial to implement, does not require any parameter tuning, has been well studied,
37,38 and is intuitively simple. The resulting predictions yield a ranking and are somewhat
interpretable; by examining the active compound the most similar to the query molecule and
the corresponding similarity score, one can gain insight into the rationale behind the prediction.
This method, however, takes very little information into account since, for instance, it discards
all experimental information about inactive compounds. More refined methods, which consider
all of the training data, can be expected to perform better.

Support Vector Machines

Alternatively, vHTS can be formulated as a machine learning classification task and solved
with an SVM.#39 As the MinMax and Tanimoto metrics both satisfy Mercer's condition,2% we
can apply the standard SVM algorithm to score a compound %" according to the prediction
function

A2
W)= D @ S(2, )+
HF=2 (4)

where ¥ ranges over the training set. The a _¢ weights are associated with each training example
and learned from the data using a quadratic programming algorithm which maximizes the
separation between active and inactive chemicals with a solution that fixes the majority of the
o ¥s to zero. The non-zero o ¥s correspond to the support vectors which help define the
decision boundary.

Two technical problems, associated with VHTS datasets, arise when attempting to apply a
standard SVM implementation. First, vHTS datasets are much larger than typical SVM
datasets. Using N as the number of examples in the training dataset, the standard formulation
of SVM solved by quadratic programming, requires O(N2) memory usage and O(N3)
processing time, quickly becoming very slow as datasets increase to the size of VHTS
experiments. Fortunately, faster SVM algorithms have been developed. We use the SVMTorch
online SVM implementation®® with memory-usage scaling like O(N) and training time scaling
like O(N?).

Second, VHTS data is often extremely unbalanced. The HIV dataset, for instance, has about
28 times as many inactive examples as active examples. Unbalanced datasets are not always
well learned by SVM algorithms, which generally assume a more balanced class distribution.
The most straightforward strategy for dealing with class imbalance is to control the sensitivity,
i.e. the C parameter, which limits the magnitude of each o of the SVM.41:42 Misclassified
instances of the under-represented class can be more penalized by assigning a higher sensitivity
to the under-represented class. In our case, however, this method does not lead to significant
improvements.

A more complex strategy, referred to as “oversampled SVMs” in the literature, adjusts for class
imbalance by training ensembles of SVMs on class-balanced subsets of the training data.*3:
44 In this study, we build balanced subsets of the training data by splitting the inactive data
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into partitions of about the same size as the active data. Each of these partitions is then combined
with the entire data set of active compounds to form a collection of datasets on which to train
an ensemble of SVMs. At the final stage, the predicted classes (O for inactive and 1 for active)
of each SVM are summed to produce a final score. The higher this score, the more likely the
test molecule is to be active. The resulting ensembles of SVMs are abbreviated as E-SVM.
However, when datasets have only a small total number of instances in the under-represented
class, E-SVM requires a high number of individual SVMs to be trained on a very small number
of data points. For example, the McMaster dataset requires 750 individual SVMs to be trained
on only 122 data points. SVMs are likely to perform poorly on such small training sets.
Therefore, we are only able to apply this method to the HIV dataset.

These SVM-based methods yield accurate predictors. These predictors, however, are
blackboxes, which are not easy to interpret beyond the information provided by the support
vectors. The SVM decision function ignores representative examples, which are typically far
from the decision boundary. Consequently, it is difficult to tease out exactly which
experimental evidence suggests how a particular test compound should be classified.
Furthermore, all the data's modeling power is used to learn the decision boundary; the posterior
probability distribution of the data is not directly learned. Consequently, the output of an SVM,
especially far away from the decision boundary, does not always correlate well with the
confidence of a prediction.® This deficiency is problematic in VHTS, where ranking active
compounds at the top of the prediction list is more important than learning a single decision
boundary between classes.

The Influence Relevance Voter

The Influence Relevance Voter (IRV) uses a neural network to combine information from the
neighbors of a chemical to estimate its probability of being active. The input to the network is
the list of labeled nearest neighbors and their similarities to the chemical, possibly with some
variations described below. While many neural network architecture are possible, here we
propose a specific implementation which uses the concept of weight-sharing to reduce the
number of free parameters, hence avoiding overfitting.16:17:46 This algorithm addresses
deficiencies of the SVM-based algorithms by directly modeling the posterior probability
distribution of the data. Furthermore, the IRV naturally exposes the data used to classify each
test instance in an interpretable way.

At a high-level, the IRV is defined by a preprocessing step, during which all the neighbors of
a test molecule are identified, and a processing step, during which information from each
neighbor is fed into a neural network to produce a prediction. The prediction is computed from
the “influence” of each neighbor, which in turn is computed as the product of each neighbor's
“relevance,” encoding how much each neighbor should affect the prediction, and “vote,”
encoding the direction towards which the prediction should be pushed. Figure 1 shows the
architecture of the IRV, using a notation similar to the plate notation used for graphical models,
which displays the local dependencies that are replicated throughout the network, illustrating
its structure and exposing the extensive weight-sharing across the network.

Formally, we compute the IRV's output as,

W:+iIi]
i=1

() =0

(5)

where 2" is the test molecule, i ranges from 1 to k over all the k nearest neighbors, I; is the
“influence” of the ith neighbor on the output, w; is the bias of the output node, and ¢ (-) is the
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logistic function 1/(1+e™). These influences indicate exactly how much, and in which direction,
each training example contributes to the prediction and can be used to interpret each final
prediction. The influence of the ith node is defined by

I=R;V,, (6)

where R;j is the relevance and V; is the vote of the ith neighbor. For this study, the relevance is
defined as

Ri=0 (wv‘.+wss,'+ w,.ri) 0

where s; is the similarity S(Z°, .#/;) of the ith closest neighbor to the test compound, r; is the
rank of the ith neighbor in the similarity-sorted list of neighbors, wg and w, are parameters
tuning the importance of different inputs, and wy is the bias of the logistic unit. In order to
facilitate learning, all inputs are normalized into standard units during the preprocessing step,
by subtracting the corresponding mean and dividing by the corresponding standard deviation.
For this study, we define the vote by

w: wo }f C,:O
w1 if Ci= 1 (8)

where wy is the weight associated with inactive neighbors, wq is the weight associated with
active neighbors, and ¢; € {0,1} is the class of the ith neighbor.

The logistic output of the IRV can be interpreted as a probability and directly encodes the
confidence of each prediction18:47

(2~ P(Z isactive|.Z’s structure, training data) (9)

In other words, the output of the network on a test molecule is approximately equal to the
probability of the test molecule being active given its structure and the training data. This is
enforced by training the network to minimize the relative-entropy or Kullback-Leibler
divergence between the true target distribution t(_¢) and the predicted distribution z(_¥) across

all molecules ¢ in the training set.18 Thus the IRV is trained by gradient descent to minimize
the error or, equivalently, the negative log-likelihood given by

D1 F) log 2(F)+(1-1(F) log(1-z(#))
4

(10)

It is possible to add weight decay terms to the error function, equivalent to defining a gaussian
prior on the weights, to prevent over-fitting during training. In practice, overfitting is unlikely
because so few parameters are optimized during training. Three parameters, ws, Wy, and wy,
are shared across all k neighbors. The model requires just three additional parameters, wy,
wg, and w;,. Therefore, a total of only six parameters are learnt from the data. Nevertheless,
weight decay is included in this implementation because it seems to further decrease the training
time. The corresponding penalized negative log-likelihood is given by

J Chem Inf Model. Author manuscript; available in PMC 2010 April 1.



1duasnuey Joyiny vVd-HIN 1duasnue Joyiny vd-HIN

1duasnuey Joyiny vd-HIN

Swamidass et al.

Page 8

D=1 f) logz(f)+(1-1( 7)) log(1 - 2(#))],
W I (11)

where the first summation is over all six weights.

Each influence, I;, encodes how much, and in what direction, its associated neighbor pushes
the prediction. Influences with the greatest absolute values affect the output the most, their
associated neighbors are the data upon which the prediction is made. Those with negative
values push the output towards an inactive prediction, while those with positive values push
the output towards an active prediction. Thus the influences and the prediction are readily
understandable by direct inspection and visualization.

Variations on the IRV

The IRV's performance can be fine-tuned by several variations. In this study, we particularly
consider: (1) the number of neighbors selected; (2) the class-balance of the neighbors; and (3)
the weighing of different classes during training. More complex variations are explored in the
discussion.

The network can be presented different total numbers k of neighbors. The network's
performance is not sensitive to the exact value of k above a certain threshold, but sometimes
small performance improvements can be realized. For the competitions, we fixed k at 20 and
were able to obtain good results with low computational cost.

Rather than presenting the IRV network with nearest neighbors irrespective of their class, it is
possible instead to present an equal number of neighbors from each class. For example, instead
of selecting the 20 nearest neighbors, one can select both the 10 nearest active and the 10 nearest
inactive compounds. The latter is most effective in situations where the number of active
compounds is particularly small (e.g. the DHFR dataset).

During training, it is also possible to overweigh the log-likelihood of one of the classes, so as
to increase its contribution to the training process. This can be used to address the class
imbalance in most VHTS datasets. For example, if there are 20 times more inactive chemicals
than active ones, then the error associated with each of the active compounds can be multiplied
by 20 during training to restore the balance. Initial experiments indicate that this variation does
not appreciably improve performance, so this variation is excluded from the results.

In any case, the IRV comes with a relatively small number of hyperparameters, primarily the
number k of neighbors and their composition, and inferences regarding their values can be
made from the statistical properties of the data, as in the case of other machine learning
methods.

Performance Measures

Each of the vHTS algorithms we describe, MAX-SIM, SVM, and IRV, outputs a number for
each chemical in the uknown dataset. This number is used to rank the dataset and it is the ranks
of the true actives that are used by different metrics to quantify performance and assess each
method.

The IJCNN-07 competition determines winners according to the Balanced Error Rate (BER)
metric. This metric requires to set a threshold, learned during the training stage, to separate

predicted actives from predicted inactives. Once this is done, the BER is defined as the average
of the proportion of actives mistakenly predicted as inactives and the proportion of inactives
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mistakenly predicted as actives. The lower the BER score, the better the method is at separating
classes.

Whenever the participants associate a list of prediction values, rather than binary classes, with
their submission, the IICNN-07 competition also reports the area under the ROC curve (AUC).
The ROC curve plots the True Positive Rate (TPR), which is the proportion of correctly
predicted actives, against the False Positive Rate (FPR), which is the proportion of inactives
incorrectly predicted as actives, for every possible threshold. The higher the AUC, the better
the method is at separating classes.

In the McMaster competition, performance is assessed according to the number of active
compounds retrieved in the top 1% and top 5% of the prediction-ranked test data. This is
equivalent to looking at the Enrichment Factor (EFsy,), which is the proportion of active
compounds retrieved in the first f percent of the ranked list of chemicals.

In addition to these metrics, we also report for each dataset the value of the Boltzmann-
Enhanced Discrimination of the Receiver Operating Characteristic (BEDROC) metric with o
fixed at 20.0. The BEDROC metric, which quantifies the ability of a method to rank active
compounds early at the top of the prediction-sorted test data, is particularly suitable to the
evaluation of vHTS methods. Additional details about assessing early recognition and the
mathematical derivation of the BEDROC metric can be found in Truchon and Bayly“S.

We report the cross-validation performance of the MAX-SIM, SVM and IRV methods on both
the HIV and DHFR datasets. In order to directly compare our methods with others, we also
present the performance of each method obtained while following the JICNN-07 and McMaster
competition protocols. Table 2 reports the hyperparameters (the similarity scheme and
neighbor selection protocol) which yields the best performance for each experiment. The best
similarity scheme is consistent across all methods and all folds of the cross-validation within
each experiment.

HIV Cross-Validation

The various VHTS methods are evaluated by cross-validation on the HIV data. The performance
is computed by averaging 10 random 10-fold cross-validated performances, using for each fold
90% of the data for training and 10% of the data for validation. Detailed results are described
in Table 3. When feasible, we also report the Leave-One-Out (LOO) cross-validation
performance. The SVM and E-SVM require about 1,000 seconds to train each fold, which
amounts to approximately 500 CPU-days to LOO cross-validate the full dataset. Therefore,
the SVM LOO performances are excluded.

The IRV achieves the highest BEDROC of 0.630. The best BER of 0.1993, however, is
obtained by the E-SVM. Both SVM and E-SVM are clearly behind the IRV in term of BEDROC
performance, with values of 0.616 and 0.530 respectively. The ROC curves for the HIV data
are plotted in Figure 3. These curves demonstrate that the SVM and IRV are approximately
equivalent for this task and that the E-SVM does not perform as well in the critical early part
of the ROC curve.

Figure 2 illustrates how easy it is to intepret the IRV prediction, by tracking and visualizing
the underlying influences corresponding to the experimental evidence used in order to make a
prediction. Visualizing the IRV influence's is much more informative than explanations derived
from an SVM, which prunes most of the experimental data from the final model.
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The IJCNN-07 Competition

We participated in the IJICNN-07 competition by entering our E-SVM and IRV predictions for
the HIV dataset in the Prior Knowledge track. As the competition was judged by BER, the
ESVM won first place with a BER of 0.2693 and the IRV took second place with a BER of
0.2782. The IRV's performance was not fully optimized at the time, and we now report a BER
of 0.2705, slightly above the winning entry. Thus again on this dataaset the performance of the
IRV is at least equal to the performance of the SVM-based methods. Table 3 reports the
performance of the MAX-SIM, SVM, and IRV methods in comparison with both a random
classifier and the best participants in the IJCNN-07 experiment.

Although the BER was used to select the winners of the competition, the BEDROC metric
better evaluates the suitability of methods for the vHTS problem. The best BEDROC of 0.507
is obtained with the SVM instead of the E-SVM. The IRV still ranks just behind the SVM,
with a BEDROC of 0.500.

In the case of the SVM-based methods, there may be a trade-off between BER and BEDROC
performance. For this dataset, the E-SVM optimizes the BER, but ranks third in BEDROC
performance. The SVM optimizes the BEDROC, but ranks third in BER performance. The
IRV, in contrast, is a close second in both BER and BEDROC performance, suggesting that it
may optimize both performances simultaneously. Altogether, these results suggest the IRV
method is slightly more suitable for vHTS, but E-SVM can better optimize the global class
separation, quantified by the BER in the IJICNN-07 competition.

DHFR Cross-Validation

We also cross-validate our methods on the DHFR dataset. Performances are computed by
averaging the results of ten random 10-fold cross-validations. We also report the LOO cross-
validation performance of both the MAX-SIM and IRV methods.

The performance of our methods on the full, non-redundant data is reported in Table 4. The
optimal performances are reached using the relaxed criteria for assigning actives and presenting
the IRV with the 10 nearest active neighbors and 10 nearest inactive neighbors. Retrieving
20.6% of the actives in the top 5% of the ranked list, the SVM performs much better than both
the random classifier and MAX-SIM, which retrieves only 8.8% of the actives in the same
fraction. The IRV performs much better, retrieving 25% of the active compounds in the top
5% of the prediction-sorted data. The superiority of the IRV over the SVM is also apparent in
its BEDROC performance of 0.251 for the IRV versus 0.200 for the SVM. Furthermore, of the
top 20 IRV predictions, nine were true actives. The top twelve hits are listed in Figure 4. The
nearly ideal ranking of the top hits was not duplicated by the SVM.

The cross-validated ROC curves for the DHFR data are displayed in Figure 5. Consistently
with the performance metrics, these curves clearly show the superiority of the IRV on this
particularly challenging dataset.

The McMaster Competition

We did not enter any of our predictors in the McMaster competition, which took place before
the beginning of this work, but we do retrospectively compare our results, following the
competition rules, to published results. The winners were picked based on the number of actives
ranked in the top 1% and 5% of the predictions. This is equivalent to looking at the Enrichment
Factors (EF) calculated at 1% and 5%. For this competition, even the winner was only able to
correctly retrieve a small fraction of the active chemicals in the test set: 2 in the top 1% and
13 in the top 5% of the prediction-ranked output. A detailed comparison of the performances
obtained while following the competition rules are presented in Table 4.
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For the IRV, optimal results are achieved by presenting the 10 nearest active neighbors and 10
nearest inactive neighbors to the network. Furthermore, for all the classifiers, optimal results
are obtained using the relaxed criterion to label actives during training. For the relaxed criterion,
instead of labeling active compounds when both experimental scores are less than 75%, we
label compounds active if at least one score is below 75%. This increases the pool of positive
examples during training, feeding the classifiers additional information. Actives are assigned
by the relaxed criterion only during training; test performance are computed using the more
stringent competition criterion to ensure our results are comparable with the literature.

Both the SVM and the MAX-SIM method perform worse than random, retrieving only 4.2%
and 3.1% of the actives respectively, in the top 5% of their prediction-ranked lists. This
performance is similar to most submissions to the competition, as 29 out of 32 participants also
retrieved 4.2% of hits in the top 5% of their ranked list, and only one of them also found more
than 1.1% of hits in the top 1%.

The IRV, in contrast, detects almost 14% (13 out of 94) of the actives in the top 5% of the
ranked list, which is as good as the best entry in the competition. Moreover, the IRV detects
one more active in the top 1% of the prediction-sorted data than this best entry. Altogether,
these results show that the IRV performs much better than the SVM and slightly better than
the best methods in the community on this challenging dataset.

Although the results from the McMaster competition provide a useful basis for performance
comparison, the organizers did not maintain any information regarding the exact methods used
by each participant. As a result, information regarding the methods used to generate the
competition's best entry, for instance, is not readily available.

Discussion

According to metrics best suited to evaluate vVHTS, the IRV compares favorably with SVMs
and other state-of-the-art methods. On the HIV dataset, the IRV performance is comparable to
the best SVM performance, while on the DHFR dataset the IRV performance is clearly superior
to SVMs. In addition to outperforming SVMs, the IRV is preferable because: (1) it is trained
much more quickly; (2) it provides a framework which easily allows the incorporation of

additional information, beyond the chemical structures; and (3) its predictions are interpretable.

IRV Training Time

A first advantage of the IRV is that it is quickly trained, once the nearest neighbors have been
computed. Each chemical is represented using only a small number of informative features,
allowing the neural network to be trained in minutes rather than hours or days, and making
leave-one-out cross-validation possible, even on very large datasets. Learning the weights is
efficient, with both space and time complexity scaling approximately as O(N - k). This
corresponds to the fact that, under typical conditions, neural network training converges in a
constant number of epochs (one epoch corresponding to one training pass through the training
set). Thus the IRV training complexity scales like the complexity of computing its full gradient.

Finding the nearest neighbors requires much more time than learning the weights. Although
computing the neighbors is computationally expensive, it is trivially parallelizable and less
expensive than training an SVM. The naive algorithm, using a full pairwise comparison of the
training data, requires O(N2 logk) time. The pruning search algorithms described in Swamidass
and Baldi2® can reduce the complexity to approximately O(N-6 logk). Furthermore, finding
the nearest neighbors is trivially distributed across an arbitrary number C of computers, with
negligible overhead. The complexity of the parallelized algorithm for finding neighbors,
therefore, can be approximated as O(N1-6/C - logk).

J Chem Inf Model. Author manuscript; available in PMC 2010 April 1.



1duasnuey Joyiny vVd-HIN 1duasnue Joyiny vd-HIN

1duasnuey Joyiny vd-HIN

Swamidass et al.

Page 12

Alternatively, Locality-Sensitive Hashing (LSH) could be used to find most of the nearest
neighbors in only O(N - logN) time, enabling predictions in O(logN) time, further reducing the
complexity.>0 LSH, however, is an approximate algorithm, and is not guaranteed to find all
the neighbors exactly. In principle, the IRV may be able to tolerate the noise introduced by
inexact nearest-neighbor algorithms, but this possibility is beyond the scope of this study and
currently untested.

Although the weights can be trained quickly by gradient descent, the IRV requires the manual
selection of a few hyperparameters, such as the number of nearest neighbors and the way they
are pooled and ordered. The IRV, however, does not appear to be highly sensitive to these
parameters. Selecting the 20 nearest neighbors seems to be about right for the two datasets
studied. There still remains some reason to believe information may be hidden among distant
neighbors, especially when one class is particularly rare.8 In principle, both the information
from distant neighbors can be included and the arbitrariness inherent in picking k can be
removed by setting k = co and presenting the network with all instances in the training set
instead of just the nearest few neighbors. Unfortunately, this does increase the time and space
complexity of training and classification. This variation is also beyond the scope of this study
and left for future work.

IRV Incorporation of Additional Information

A second advantage of the IRV is that it can naturally be extended to cohesively integrate
additional types of information. Several of these extensions are visually depicted in Figure 6.
In the case of the HIV dataset, compounds classified as active for IJICNN-07 are in fact known
to be either “active” or “moderately active”, the distinction between which is ignored. We can,
however, learn the predictive value of the chemicals belonging to the “moderately active” class
by adding another class of neighbors to the IRV model. This amounts to redefining V; as

wo if ¢;=0
V,‘Z w1 if C,'ZI

wo if Ci:2 (12)

where, for the neighbors, wg, wy and wy, corresponding to “inactive', “moderately active” or
“active” compounds. Of course, if the aim is to find active compounds as defined by the
competition, the likelihood function used during training would remain unchanged, with the
“moderately active” compounds labeled as active compounds. The IRV can be modified in
similar ways to use the raw inhibition data, a;, reported in the DHFR dataset, by using

Vi=wqai+w,, (13)

where w, and wy, are learned from the data. More generally, one could define

Vi=f (ai,c), (14)

where f () is a parameterized function-with parameters to be learned from the data-of both the
inhibition data and the assigned class of each neighbor. Initial experiments indicate that these
modifications can further optimize performance.

Instance-level data, also, can easily be integrated in the IRV framework. For example, solubility
is known to be an important property that can affect the ability of an HTS experiment to measure
the activity of a compound. Feeding the test compound's predicted solubility into the output
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node could improve prediction accuracy. Likewise, in situations where the structure of the
target protein is available, such as for the McMasters competition, performance gains could be
realized by feeding the docking energy of the test compound directly into the output node,
naturally integrating docking and similarity data into the same predictor.

Similarly, it is possible to replace portions of the IRV with neural networks of arbitrary
complexity, thereby increasing the modeling power. This comes of course ata cost of increasing
the number of parameters which must be learned, requiring the model to be trained on
increasing amounts of data.

IRV Interpretability

A third advantage of the IRV is that its predictions are transparent. The exact experimental
data used to make a prediction can be extracted from the network by examining each
prediction's influences. Thus, although the IRV is composed of a neural network, it should be
considered a “white-box” method. In contrast, the predictions of an SVM are more difficult to
interpret. Along the same lines, the IRV's output is probabilistic and directly encodes each
prediction's uncertainty, enabling reasonably accurate estimation of the number of hits in an
arbitrary set of test molecules. Although an SVM output can be rescaled onto a probability
scale,%1753 SVMs can exhibit a tendency to predict with overly high confidence in regions
where the training data is sparse.

Often, there is a trade-off between understandable models and high performing models,1:>*
requiring researchers to choose if interpretability is more important than accuracy. The IRV
seems to solve this dilemma by yielding high performance on HTS data using an easily
understandable framework.
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Figure 1.

The neural network architecture of the IRV using a notation similar to the plate notation of
graphical models. The structure and weights depicted inside the plate are replicated for and
shared with each neighbor i. Thick lines depicts elements of the graph learned from the data.
Dotted lines depict portions of the network computed during the preprocessing step, during
which the test chemical(2" is used to retrieve a list of neighbors, {41,...,./} from all the
chemicals in the training data. The influences I; of each neighbor are summed up to into a
logistic output node to produce the final prediction, z(%’).
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inactive I active

Figure 2.

The influences on an accurately predicted hit from the HIV dataset, obtained in the cross-
validation experiment, are displayed as a bar graph. The IRV used to compute these influences
was trained using the 20 nearest neighbors. The experimental data both supporting and
countering the prediction is readily apparent. The structures of four neighbors, two actives and
two inactives, are shown. Compounds on the right are structurally similar and active.
Compounds on the left are structurally similar and inactive.
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Figure 3.
The 10-fold cross-validated performances of various algorithms on the full HIV data are

displayed using (1) a standard ROC curve; and (2) a pROC curve. The pROC curve plots the
False Positive Rate on a logarithmic axis to emphasize the crucial initial portion of the ROC
curve,49

True positive rate

1.0

0.8

0.2 0.4 0.6

0.0

Page 19

— RANDOM

''''' IRV

- E-SVM

--- SVM
MAX-SIM

0.001 0.010

0.100 1.000

False positive rate

(b)

J Chem Inf Model. Author manuscript; available in PMC 2010 April 1.



1duasnuey Joyiny vVd-HIN 1duasnue Joyiny vd-HIN

1duasnuey Joyiny vd-HIN

Swamidass et al.

8 (67.95%)
MAC-0038968

9 (64.54%)
MAC-0028839

13 (6.97%)
MAC-0030857

14 (6.83%)
MAC-0030861

QL O o @
! /@@ jo© f)f@
15 (6.75%) 16 (6.08%) 18 (5.33%) 19 (5.29%)

MAC-0030856

MAC-0030862

MAC-0041960

MAC-0041962

o) jof IO e
QL L
; ) @ 0
00 00 o
20 (5.19%) 21 (4.90%) 22 (4.83%) 23 (4.13%)
MAC-0041961 MAC-0041959 MAC-0030863 MAC-0012675
Ol VOl o @
@ 0 ) e
~ 00 O~

Figure 4.

Page 20

Top twelve accurately predicted hits by an IRV cross-validated on the McMaster dataset.
Prediction-sorted rankings are in bold and the IRV outputs are in parenthesis. Strikingly, the
top hits are ranked at the very top of the prediction-sorted list. Although they exhibit a high

degree of similarity, the top hits have several different scaffolds.
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Figure 5.

The 10-fold cross-validated performances on the DHFR data. (a) ROC (b) pROC curve. The
pROC curve plots the FPR on a logarithmic axis to emphasize the crucial first portion of the
ROC curve.*?
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Figure 6.

Examples of IRV architectural extensions. The variable d denotes the docking score derived
by fitting each test chemical, %', into the binding pocket of a known protein target, depicted as
a cloud in the figure. The grayed out rectangle delimits a portion of the network which could
be trivially replaced with an arbitrarily complex neural network to generate an IRV with
increased modeling power; additional replaceable portions can be imagined. The variable a;
denotes the real-valued activity of each neighbor, ./, in the HTS screen.
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Table 2

Each experiment's optimal hyperparameters, in terms of similarity scheme (labeling, feature type, and metric)
and whether or not the class-balance of IRV's nearest neighbors is enforced. If class-balance is enforced, the IRV
is presented the 10 nearest active neighbors and the 10 nearest inactive neighbors (10+10); otherwise, the IRV
is presented 20 nearest neighbors (irrespective of class). The optimal hyperparameters are always consistent
across all methods and across all folds of the cross-validation experiments.

Competition Rules Cross-Validation
HIV DHFR HIV DHFR
Label E EC EC EC
Feature Trees (d <2) Paths (d <8) Trees (d <2) Paths (d < 8)
Metric MinMax Tanimoto Tanimoto MinMax
Balanced No (20) Yes (10+10) No (20) Yes (10+10)

J Chem Inf Model. Author manuscript; available in PMC 2010 April 1.
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