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Abstract
Studies investigating response reversal consistently implicate regions of medial and lateral prefrontal
cortex when reinforcement contingencies change. However, it is unclear from these studies how these
regions give rise to the individual components of response reversal, such as reinforcement value
encoding, response inhibition, and response change. Here we report a novel instrumental learning
task designed to determine whether regions implicated in processing reversal errors are uniquely
involved in this process, or whether they play a more general role in representing response
competition, reinforcement value, or punishment value in the absence of demands for response
change. In line with previous findings, reversal errors activated orbitofrontal cortex, dorsomedial
prefrontal cortex, ventrolateral prefrontal cortex, caudate, and dorsolateral prefrontal cortex. These
regions also showed increased activity to errors in the absence of contingency changes. In addition,
ventrolateral PFC, caudate, and dorsolateral PFC each exhibited increased activity following correct
reversals. Activity in these regions was not significantly modulated by changes in reinforcement
value that were not sufficient to make an alternative response advantageous. These data do not support
punishment-processing or prepotent reponse inhibition accounts of ventrolateral prefrontal cortex
function. Instead, they support recent conceptualizations of ventrolateral prefrontal cortex function
that implicate this region in resolving response competition by manipulating the representation of
either motor response options, or object features. These data also suggest that dorsolateral prefrontal
cortex plays a role in reversal learning, probably through top down attentional control of object or
reinforcement features when task demands increase.
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Introduction
Regions of medial (BA 10), ventrolateral, and dorsomedial prefrontal cortex (PFC) have been
implicated in altering behaviour when the reward value of available response options change
[1-4]. This phenomenon, referred to as “response reversal,” likely consists of functionally
distinct components such as stimulus value representation, response inhibition, response
selection, and response initiation. However, precisely how the separate regions of PFC map
on to these potentially distinct functions in the context of reversal learning remains unclear.
The current paper presents the results of a novel fMRI task designed to dissociate some of these
components of response reversal and decision-making.

Commonly, a functional division is made between medial orbitofrontal cortex (mOFC) and
lateral regions of PFC based on valence processing. For example, mOFC is thought to represent
reward value [5-7]. Alternatively, mOFC may serve a decision-making or response selection
function [8], perhaps using expected reinforcement (emotional) information to guide
responding and stimulus choice [9]. The functional role that ventrolateral PFC plays in
decision-making remains unclear. Data exist in support of several theoretical cognitive
functions including punishment processing [10,11], response change [1], biasing attention to
categories [12], and response-inhibition [13-15]. It has also been suggested that ventrolateral
PFC supports response reversal by representing object-motor features and interacting with the
caudate to facilitate the resolution of motor response conflict [9,16].

Neuroimaging studies involving response reversal also show activity in dorsolateral regions
of PFC [2,10]; however, the functional significance of this activity has been given less
consideration. Its role is particularly unclear as human and non-human lesion studies strongly
suggest that dorsolateral PFC is not necessary for response reversal [17,18]. In marmosets, a
region of lateral prefrontal cortex (BA 9), has been implicated in attentional shifts [18].
Adjacent regions of lateral prefrontal cortex (BA 46) have been implicated in attentional
selection or set-shifting in human imaging studies [19,20]. It has been proposed that lateral
PFC supports this function by augmenting the representation of relevant stimulus features at
the expense of competing ones [21]. An alternative conceptualization has been proposed by
Hampshire and Owens [12] who suggest that this region provides “a higher level role in
attentional control, involving the coordination of search behaviour for active solution
derivation” (pg. 1687). Taken together, these models suggest a more generalized role for
dorsolateral PFC in reversal learning. Both attentional selection and search coordination
accounts of DLPFC predict that this region should show enhanced activity whenever task
demands increase, or contingencies have changed.

In this study, participants engaged in a novel stimulus-response instrumental learning task in
which they decided whether to sell or keep stocks (stimuli) based on their current market
(reinforcement) value. Importantly, the task was designed to assess instrumental learning and
not investment behaviour; it did not seek to mimic real world stock market trading. After an
initial stimulus-response acquisition phase, a reinforcement shift phase followed in which the
value of the correct response changed for 80% of stocks. Half of these stocks underwent a
change in value such that the established advantageous response (keeping the stock for later
sale) became disadvantageous (providing incentive for response change). For the remainder,
the value of the advantageous response changed, but the change was not sufficient to make
response change optimal.

Following previous investigations of response reversal, reversal errors (previously rewarding
responses that became punished) were contrasted with correct responses to unchanged stimuli.
This contrast identified neural regions previously implicated in response reversal. Regions of
interest (ROIs) based on this contrast were used to examine our experimental questions: First,
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are regions of ventrolateral PFC that respond to reversal errors also active to other errors; i.e.,
acquisition errors or non-reversal errors (errors to stimuli that do not warrant a response change
during the reinforcement shift phase)? If ventrolateral PFC's role is to inhibit prepotent
responses, then this region should show significantly greater activity during reversal errors
than acquisition or non-reversal errors. Second, are regions of ventrolateral PFC only
significantly responsive in the context of punishment information? If ventrolateral PFC
represents punishment information then it should only show significant activation following
punished responses. However, if ventrolateral PFC serves a broader function, such as in
performing processes involved in resolving response conflict, then we should observe
significant activity in this region even during correct reversal trials (i.e., when perhaps conflict,
but certainly not punishment information are present). Third, are regions implicated in response
reversal also involved in detecting reinforcement level changes associated with responses even
if these do not motivate response change? Fourth, what is the role of dorsolateral PFC in
response reversal?

Methods
Participants

Thirteen right-handed healthy volunteers (4 females and 9 males) took part in the study (aged
22 to 38 years; mean 29.15; standard deviation 6.76). All participants underwent a medical
exam performed by a physician, were free of psychotropic medication, and were screened to
exclude those with a history of psychiatric or neurological illness. Prior to proceeding to the
fMRI scanner, all participants completed an abbreviated practice version of the task consisting
of 24 trials to insure that they understood the objectives of the task and were proficient in their
responding.

fMRI data acquisition
Subjects were scanned during task performance using a 1.5 Tesla GE Signa scanner. Functional
images were acquired with a gradient echo planar imaging (EPI) sequence (repetition time =
2500ms, echo time = 40ms, 64 × 64 matrix, flip angle 90°, FOV 24cm). Coverage was obtained
with 29 axial slices (thickness, 4-mm; in-plane resolution, 3.75 × 3.75 mm). A high resolution
anatomical scan (three-dimensional Spoiled GRASS; repetition time = 8.1ms, echo time =
3.2ms; field of view = 24cm; flip angle = 20°; 124 axial slices; thickness = 1.0 mm; 256 × 256
matrix) in register with the EPI dataset was obtained covering the whole brain.

The Stock Market Task
The Stock Market Task is a novel task designed to engage the participant in decision-making
under conditions of changing response values and demands. In it, participants decide to either
sell or retain “stocks.” Although the task was placed within an artificial “stock exchange”
context, it was designed to investigate dissociable elements of decision-making rather than to
simulate stock-market investment behaviour. Each participant underwent a practice task
outside of the scanner before being positioned in the scanner to complete eight different
versions of the task, with different stock stimuli and values. Each stimulus (“stock”) was a
black and white drawing from Snodgrass and Vanderwart's [22] standard images. Individual
stimuli were assigned to one of three reinforcement schedules: response reversal, value change,
or a control condition (each described in detail below). On each trial, the participant was
presented with a stimulus (“stock”), and had the option to either sell the stock immediately or
to retain the stock for a period before selling it. Following each response, participants were
told how much money they received. Each trial consisted of a fixation point (250 ms), a
response option screen (4500ms), a blank screen (500ms), and a feedback screen (4000ms).
Participants could only respond during the presentation of the response-option screen.
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At the start of each run, participants underwent an “acquisition phase,” which consisted of 15
trials (3 blocks of each of the five stimuli which were presented once per block). The starting
values of the stimuli differed between runs to prevent subjects from anticipating the
reinforcement contingency. The best response option during each acquisition phase was always
to retain the stock before selling it, rather than to sell it immediately. On each trial after making
their response, subjects were informed the value of their response, and the value of the forgone
response. Thus, subjects gained experience with both the sell and retain values of a stimulus
on every single exposure. During blocks 1, 2, and 3, subjects encountered each stimulus three
times (once per block). This allowed them the opportunity to learn the correct response and
value of each stimulus. At the end of the acquisition phase, a “reinforcement shift phase” began
without warning. Within each run, the reinforcement shift phase consisted of 25 trials (5 blocks
of each of the 5 stimuli, which were presented once per block). During the reinforcement shift
phase, the dollar value associated with immediately selling the stock remained the same as it
was during the acquisition phase. However, the value of retaining the stock for later sale was
systematically altered for four of the five stimulus types. For 2 of the 5 stimuli presented in
each run (the reversal stimuli), the value of keeping the stock changed and the participant's
best response changed; it became best to immediately sell the stock. All errors to these stimuli
were referred to as “reversal errors,” and all correct selections referred to as “correct reversals.”
For 2 other stimuli, the value of keeping the stock changed, but the participant's best response
was still to keep the stock (“value change” stimuli). For a fifth “control” stimulus, neither the
value of keeping or selling the stock changed. Errors to value change or control stimuli were
considered “non-reversal errors.” Thus, at the start of the fourth block, subjects had to reverse
their previous response for 2 stimuli, and retain the same response for 3 others.

Figure 1 provides a sample of the response option and feedback screen, as well as examples
of correct and incorrect responses for a reversal stimulus during acquisition and reinforcement
shift. Table 1 is a contingency table depicting in greater detail the reinforcement values (2
reversal, 2 value change, and 1 control stimuli) that were presented in each run (the start values
changed between each run, but the format was the same). During the reinforcement shift
change, only the value of the keep stock response changed. Note, the difference in value for
the keep stock response between phases was held constant across stimulus types within a run
($150 in this run).

Across all conditions on all trials, one response was always superior to the other (one response
always yielded either a greater gain or a smaller loss than the alternative response). A response
was scored an error if it yielded a smaller gain or a greater loss than the alternative. Participants
were able to identify whether they had made an error at feedback as the reinforcements for
both responses (retain and sell) were presented. In each task version, the participants received
a new set of five stimuli (“stocks”). The reinforcements associated with the five different types
of stimuli varied across runs so that subjects could not predict the stimuli's reinforcement
contingency on the basis of the starting value. In total, there were 120 acquisition (24 for each
of the 5 conditions) and 200 “reinforcement shift phase” trials (40 for each of the 5 conditions).
The participants were given the scenario that they were a successful trader controlling stock
for a number of clients.

fMRI analysis
Data were analyzed within the framework of the general linear model using the Analysis of
Functional Neuroimages program (AFNI) [23]. Motion correction was performed by
registering all volumes in the EPI dataset to a volume collected shortly before the high
resolution anatomical dataset was acquired. EPI datasets were spatially smoothed (isotropic
6mm Gaussian kernel) and converted into percent signal change from baseline.

Mitchell et al. Page 4

Behav Brain Res. Author manuscript; available in PMC 2009 September 28.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



A total of 13 regressors were convolved with a gamma-variate hemodynamic response function
to account for the slow hemodynamic response [24]. This hemodynamic response was modeled
to the feedback stimuli. The first five regressors represented the correct responses to each of
the 5 stimulus types presented during the acquisition phase (see Table 1). The second five
regressors represented the correct responses to each of the same 5 stimulus types presented
during the reinforcement shift phase. The five stimulus types were: (i) reversal valence
change: where the magnitude, valence, and response associated with these stimuli all changed
during the reinforcement shift phase; (ii) reversal no valence change: where the magnitude
and appropriate response change during the reinforcement shift phase but the valence of
reinforcement remains the same; (iii) valence change: where the value and valence both change
during the reinforcement shift phase, but the correct response remains the same; (iv) no valence
change: where the magnitude but not the valence or correct response change during the
reinforcement shift phase; (v) control: where neither the value, valence, nor response change.
The remaining 3 regressors comprised the 3 different error types that were possible: (vi)
acquisition errors: errors during the acquisition phase; (vii) reversal errors: errors to either of
the reversal stimuli during the reinforcement shift phase; (viii) non-reversal errors: errors to
either of the valence change stimuli or the control stimuli during the reinforcement shift phase.

The regressors were combined to form our seven conditions of interest: (1) correct
acquisition: all correct responses during the acquisition phase; (2) acquisition errors: errors
during the acquisition phase; (3) correct response reversal: correct responses to the reversal
stimuli during the reinforcement shift phase; (4) correct value change: correct responses to the
value change stimuli during the reinforcement shift phase; (5) correct control: correct
responses to the control stimulus during the reinforcement shift phase; (6) response reversal
errors: incorrect responses to the reversal stimuli during the reinforcement shift phase; (7)
non-reversal errors: incorrect responses to the value change and control stimuli in the
reinforcement shift phase.

In line with previous work [10], the BOLD response to reversal errors following reinforcement
shift was contrasted with activity to correct responses during the reinforcement shift phase. All
clusters of activity showing a significant BOLD response (p < 0.001) were used to form our
functionally defined ROIs. Average percent signal change was measured within each ROI for
each regressor.

For each ROI, 5 planned paired t-tests were conducted. The first of these was constructed to
determine whether regions active during reversal errors, particularly ventrolateral prefrontal
cortex, are uniquely or preferentially activated to reversal errors as opposed to errors when a
prepotent response is not yet established (i.e., acquisition or non-reversal errors). These tests
included: (1) non-reversal errors versus the control condition; (2) acquisition errors versus
correct responses during acquisition; and (3) response reversal errors versus acquisition errors.
The next t-test, (4) correct reversals versus the control condition, addressed the question of
whether regions implicated in processing reversal errors are specifically involved in processing
punishment, or whether they also play a role during correct reversals. Finally, to address the
question of whether regions implicated in response reversal are also involved in detecting
changes in the value of responses that are not relevant for response change, the contrast (5)
value change versus the control condition was performed. These tests were conducted as a
stringent examination of the hypothesis that activity in regions implicated in reversal learning
are also implicated in other aspects of decision-making including updating the value and
appropriate motor response associated with a set of options.
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Results
Behavioural Results

The proportion of errors was calculated for both the acquisition and reinforcement shift phases.
Repeated-measures ANOVA was conducted on the proportion of correct selections revealed
a significant main effect of condition (F(3,36) = 61.41; p < 0.001). As predicted, participants
made significantly more errors for stimuli that reversed their contingency relative to any other
condition (in each case, p < 0.001).

fMRI Results
Response reversal errors versus control condition—The contrast identified regions
showing significantly greater activation to feedback following response reversal errors
(responses that were previously correct, but were now incorrect following a change in
reinforcement value) versus activation following a correct response to the control condition
during the reversal phase of the task (p < 0.001). This contrast yielded significant activity in
left middle frontal gyrus (BA 10), left and right caudate, left ventrolateral PFC (BA 47),
dorsomedial PFC (BA 6/8), and right dorsolateral PFC (BA 8). This activation is summarized
in Table 2.

Our functionally-defined ROIs were derived from these significant clusters of activity. The
average percent signal change within each of these ROIs for each regressors was calculated in
AFNI using “3dmaskave” [23]. This yielded an average percent signal change in each of our
predefined conditions. Figure 2 depicts the area of activation and associated percent signal
change for each condition within the dorsomedial PFC, ventrolateral PFC, and caudate. Figure
3 depicts the area of activation and associated percent signal change across conditions within
dorsolateral prefrontal cortex. Planned paired t-tests were conducted on the percent-signal
change for each of the ROIs as described above. These t-tests were designed to address our
primary experimental questions:

(1) Are regions of ventrolateral PFC that respond to reversal errors also active to other
errors?

If ventrolateral PFC's role is to inhibit prepotent responses, then this region should show
significantly greater activity during reversal errors than acquisition or non-reversal errors.
However, ventrolateral PFC did not show significantly greater activity to reversal errors
relative to acquisition errors (p > 0.1), or to non-reversal errors (p > 0.1). In contrast, paired
t-tests revealed greater activity in ventrolateral prefrontal cortex to acquisition errors
relative to correct acquisition responses (p < 0.005), and to non-reversal errors relative to
the control condition (p < 0.005).

Interestingly, our other functional ROIs of interest (dorsomedial PFC, bilateral caudate,
and right dorsolateral PFC) all failed to show significantly greater activity to reversal errors
relative to acquisition errors (p > 0.1 in all cases). However, all showed significantly
greater activity to acquisition errors relative to correct acquisition responses and to non-
reversal errors relative to the control condition (dorsomedial PFC (p < 0.001; p < 0.01),
and bilateral caudate (p < 0.05; p < 0.005)).

(2) Are regions of ventrolateral PFC only significantly responsive in the context of
punishment information?

If ventrolateral PFC represents punishment information then it should only show
significant activation following errors. The data did not support this prediction;
ventrolateral PFC showed significantly greater activity during correct reversals relative to
the control condition (p < 0.05). This functional pattern was also observed bilaterally
within the caudate ROI (p < 0.05), but not in dorsomedial PFC (p > 0.05).
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(3) Are regions implicated in response reversal also involved in detecting reinforcement
level changes associated with behaviour even if these do not motivate response change?

Planned comparisons were conducted to determine whether the regions implicated in
response reversal were also activated by changes in the value of reinforcement that were
not sufficient to motivate behavioural change. For each ROI, a paired t-test was conducted
to compare activity to these changes of value versus the control condition (no change in
reinforcement values). None of the regions sensitive to response reversal errors
(ventrolateral PFC, middle frontal gyrus, dorsomedial PFC, dorsolateral PFC and bilateral
caudate) showed significantly greater activity to value changes relative to the control
condition (p >0.1).

What is the role of dorsolateral PFC in response reversal?

Significant dorsolateral PFC activity was evident during reversal errors. Unlike other
regions implicated in reversal error processing, however, dorsolateral prefrontal cortex
showed greater activity to response reversal errors relative to acquisition errors (p < 0.05).
Like ventrolateral prefrontal cortex, this activity was significantly greater during
acquisition errors relative to correct responses during acquisition (p = 0.05), and non-
reversal errors versus the control condition (p < 0.01). As with ventrolateral PFC and
caudate, greater activity was observed during correct reversals relative to the control
condition (p < 0.05). Activity within dorsolateral PFC to changes in value not sufficient
to motivate response change versus the control condition was not significant (p > 0.1).

Discussion
The current study included a decision-making task that engaged regions associated with
response reversal and examined their functional characteristics across changing levels of
reinforcement and response change demands. Significant activation to response reversal errors
were seen in ventrolateral, dorsomedial and dorsolateral PFC as well as caudate. Notable
BOLD responses were also seen in these functionally defined regions to non-reversal errors,
and acquisition errors. In addition, ventrolateral and dorsolateral PFC and caudate showed
enhanced activity to correct responses following a reversal of contingency.

Previous studies of reversal learning have implicated lateral regions of orbitofrontal or
ventrolateral PFC in representing punishment [2,6], response change following punishment
[1], or the suppression of previously rewarded responses [5,13,14]. If the ventrolateral PFC
supports response reversal by inhibiting representations of acquired response options (reducing
perseverative responding in particular), greater activity in this region should be observed to
response reversal errors over errors during acquisition (before a prepotent response is
acquired). However, in the present study, the same region of ventrolateral PFC active to
response reversal errors, also showed increased activity to acquisition errors (i.e., to never-
rewarded stimulus-response mappings; Question 1). Moreover, ventrolateral PFC showed no
greater activation to reversal errors than acquisition errors. In short, the current data are
inconsistent with the suggestion that ventrolateral PFC serve to inhibit prepotent responses.

Alternatively, if the ventrolateral PFC encodes punishment or response change information,
then it should not show significant activation for correct reversals relative to the control
condition. However, this was seen in the current study (see Question 2). A compatible finding
has recently been reported in a study of reversal learning that used a “probabilistic”
reinforcement contingency. In probabilistic tasks, correct responses are rewarded most, but not
all of the time, and incorrect responses are punished most, but not all of the time (e.g., 70% of
correct responses are rewarded). Interestingly, this study found significantly increased
ventrolateral PFC BOLD responding to both acquisition errors, and rewarded errors
(probabilistic errors) during acquisition (i.e., even when no punishment information was
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received) [16]. Other decision-making studies have also observed increased activity to reward
in lateral inferior frontal cortex [2,25], and caudate [26,27]. On the basis of these data, these
regions cannot be considered to simply represent punishment.

An alternative functional model of ventrolateral PFC suggests that it supports response
selection by increasing the salience of alternative motor response option representations
through interactions with the striatum [9,16]. Studies consistently implicate caudate in operant
responding [28-31]. It is suggested that while the caudate represents motor responses necessary
for simple operant behaviour, object/ motor features are also represented within ventrolateral
PFC to allow for more flexible control over motor responding [9,16]. According to the model,
functional connectivity between ventrolateral PFC and caudate increases or decreases the
probability that a given motor response will be selected on a subsequent trial. The model
therefore predicts enhanced ventrolateral prefrontal and caudate activity whenever motor
response competition is increased. Response competition would increase during response
inhibition, but also to error feedback, false feedback, or a reversal in reinforcement
contingencies. As predicted by this model, we observed increased activity in the same regions
of ventrolateral PFC and caudate that were activated to reversal errors, during both non-reversal
errors and correct reversals.

The current study differs from most previous studies of reversal learning in its use of multiple,
concurrent discriminations rather than simple object discriminations. Most studies of reversal
learning require reversals of a single pair of objects [1-3]. In our study, as in more complex
forms of decision-making, subjects were required to make multiple stimulus discriminations
and to change their responses for only some of these discriminations in the reinforcement shift
phase (for 2 out of the 5 discriminations). As a consequence, they likely attended closely to
each stimulus to determine which response to change, and which to maintain. This feature may
account for the activity in ventrolateral PFC observed in situations where it was not previously
found (e.g., during correct reversals). Here, as in a previous reversal learning task involving
multiple stimulus discriminations [4], we suggest that the increased task demands involve
conflict between different motor response representations. However, a recent study that also
involved more complex object discriminations (using semi-transparent overlapping compound
stimuli), specifically implicated VLPFC in attentional shifts, and a region of lateral OFC in
response reversal [12]. We did not observe significant lateral OFC activity in our study.
However, activity in this ventral region of prefrontal cortex is particularly susceptible to signal
drop-out. Given that our scanning parameters were not specifically optimized for this region,
this may account for why were unable to detect signal at these coordinates.

Dorsolateral PFC activity has also been reported in previous reversal learning studies [3,10,
32-34]. Its functional significance has been given less attention, but recent decision-making
studies suggest that dorsolateral PFC may play a higher-order executive role involving attention
[2], or that it coordinates search behaviour [12]. One potential explanation for the role of
dorsolateral PFC to decision-making involves theories of attentional, or “cognitive” control.
Enhanced dorsolateral PFC activity is thought to result in increased attentional control of task-
relevant stimulus features [21,35,36]. In the present study, the area of dorsolateral PFC active
during reversal errors also showed increased activity during non-reversal errors and correct
reversals. Unexpectedly, and unlike other regions of interest, dorsolateral PFC showed
significantly greater activity to reversal errors than acquisition errors.

In the context of the current study, we suggest that increased conflict is likely to emerge
whenever a significant increase in errors occurs, or whenever new reinforcement information
becomes behaviourally relevant (as occurred after a change in contingency in phase 2). In such
circumstances, increased attention might facilitate the detection of alternative cues to guide
successful responding. The extent to which this enhanced attention facilitates performance will
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likely be related to task demands (e.g., number of potentially relevant stimulus features).
Accordingly, lesions of the dorsolateral PFC may not impair simple object reversals when
demands on attention are relatively minor [17,18,37]. However, relatively intact dorsolateral
PFC functioning might be more important for decision-making or reversal learning tasks with
multiple stimuli or stimulus properties, as is the case of the Iowa Gambling task [38], and
reversal learning studies involving multiple objects [16] or stimulus dimensions[12].

Conclusion
In the present study, significant activation to response reversal errors was seen within
dorsomedial PFC, ventrolateral PFC, caudate, and dorsolateral PFC. Each of these regions also
showed increased responding to non-reversal errors, suggesting that their involvement is not
restricted to situations in which errors occur to a previously rewarded response. Importantly,
regions of ventrolateral PFC activated by reversal errors also showed significantly increased
responding to correct reversals. These data suggest that conceptualizations of ventrolateral PFC
function as representing punishment or inhibiting a prepotent response are too constrained.
These findings are, however, compatible with suggestions that VLPFC shifts representations
of motor responses [9] or object features [12] to guide responding. We also observed significant
activity in dorsolateral PFC following errors. This finding is in line with recent suggestions
that dorsolateral PFC supports response selection through mechanisms associated with
increased attention to object/reinforcement features when response conflict increases [39], or
to processes involved in solution search [12]. These data begin to show how functions
associated with response reversal may be parsed and supported by dissociable regions of PFC.
Further investigations will be required to determine, with greater specificity, the function and
relative importance of these regions of PFC to more complex forms of decision-making.
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Figure 1.
The stock market task. One distinct stimulus type is shown. The “cheese” stock undergoes a
change in value that makes response change advantageous (depicted in a-d). Each row
represents a separate sample trial. a) Correct acquisition trial. Left: The response option screen
shows the stock (cheese), and the current market value of the stock “Sell this stock now and
lose $75.” Next to the current market value is the alternate response option: “Keep this stock
and see if it grows.” In this case, the participant elected to keep the stock. Right: The feedback
screen. Here the subject gained $50 instead of losing $75 as indicated by the updated red boxes,
which show the value of the response just made (“By keeping this stock, you gained $50”), as
well as the value of the forgone response (“You would have lost $75”). b) Acquisition error.
Left: The subject chooses to sell the stock now and lose $75. Right: The feedback screen
indicates that selling the stock cost the subject $75 whereas they would have gained $50 had
they kept the stock. c) Reversal error. This sample depicts a stimulus that changes in valence
of reinforcement and best response. Left: The subject chooses to keep the stock. However, this
stimulus has undergone a reversal. Right: The feedback screen indicates that while selling the
stock still costs the subject $75, keeping the stock now costs even more ($100). So in the
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reinforcement shift phase, this stimulus underwent a change of valence and best response (the
value of keeping the stock went from a gain of $50 to a loss of $100 and the best response
changed from keeping the stock to selling it). d) Correct reversal. Left: The subject now
chooses to sell the stock. Right: The feedback screen reflects that the subject received a loss
of only $75 by selling the stock versus the $100 loss that would have resulted from keeping it.
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Figure 2.
Images depicting significant activation in dorsomedial PFC, ventrolateral PFC, and caudate
elicited by the contrast response reversal errors versus the control condition (p < 0.001, and
p < 0.01 corrected). The conditions are abbreviated as follows: correct acquisition (Aq), correct
control (Con), correct value change (VC), correct reversals (Rev), acquisition errors (AqErr),
non-reversal errors (NRErr) and reversal errors (RevErr).
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Figure 3.
The graph depict the percent signal change across conditions within the region of dorsolateral
prefrontal cortex shown.
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Table 1
Sample reinforcement table

Phase 1: Acquisition Phase 2: Reinforcement Shift

Sell Now Keep Stock Sell Now Keep Stock

Reversal Stimuli

 Valence change - $75 $50 - $75 - $100

 No valence change - $100 - $50 - $100 - $200

Value Change Stimuli

 Valence change - $100 - $50 - $100 $100

 No Valence change - $250 - $200 - $250 - $50

Control Stimulus

 No change - $100 - $50 - $100 -$50
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