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The purpose of this study was to present a method for generating x-ray source models for perform-
ing Monte Carlo �MC� radiation dosimetry simulations of multidetector row CT �MDCT� scanners.
These so-called “equivalent” source models consist of an energy spectrum and filtration description
that are generated based wholly on the measured values and can be used in place of proprietary
manufacturer’s data for scanner-specific MDCT MC simulations. Required measurements include
the half value layers �HVL1 and HVL2� and the bowtie profile �exposure values across the fan
beam� for the MDCT scanner of interest. Using these measured values, a method was described �a�
to numerically construct a spectrum with the calculated HVLs approximately equal to those mea-
sured �equivalent spectrum� and then �b� to determine a filtration scheme �equivalent filter� that
attenuates the equivalent spectrum in a similar fashion as the actual filtration attenuates the actual
x-ray beam, as measured by the bowtie profile measurements. Using this method, two types of
equivalent source models were generated: One using a spectrum based on both HVL1 and HVL2

measurements and its corresponding filtration scheme and the second consisting of a spectrum
based only on the measured HVL1 and its corresponding filtration scheme. Finally, a third type of
source model was built based on the spectrum and filtration data provided by the scanner’s manu-
facturer. MC simulations using each of these three source model types were evaluated by compar-
ing the accuracy of multiple CT dose index �CTDI� simulations to measured CTDI values for
64-slice scanners from the four major MDCT manufacturers. Comprehensive evaluations were
carried out for each scanner using each kVp and bowtie filter combination available. CTDI experi-
ments were performed for both head �16 cm in diameter� and body �32 cm in diameter� CTDI
phantoms using both central and peripheral measurement positions. Both equivalent source model
types result in simulations with an average root mean square �RMS� error between the measured
and simulated values of approximately 5% across all scanner and bowtie filter combinations, all
kVps, both phantom sizes, and both measurement positions, while data provided from the manu-
facturers gave an average RMS error of approximately 12% pooled across all conditions. While
there was no statistically significant difference between the two types of equivalent source models,

both of these model types were shown to be statistically significantly different from the source
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model based on manufacturer’s data. These results demonstrate that an equivalent source model
based only on measured values can be used in place of manufacturer’s data for Monte Carlo
simulations for MDCT dosimetry. © 2009 American Association of Physicists in Medicine.
�DOI: 10.1118/1.3117683�
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I. INTRODUCTION

The use of multidetector row CT �MDCT� imaging is esca-
lating, resulting in a considerable increase in the contribution
from CT scans to the estimated collective radiation dose
from medical procedures.1–3 In order to understand and
quantify the risk associated with MDCT examinations, ef-
forts have been made to more accurately determine the ra-
diation dose to individual radiosensitive organs, which are
important quantities used to calculate metrics such as effec-
tive dose4,5 and cancer risk.6–8

Monte Carlo �MC� radiation transport packages designed
to simulate specific scanner makes and models have become
a popular method to calculate organ dose from MDCT.9 MC
codes are typically coupled to computational anthropomor-
phic phantoms that model patient anatomy of varying shapes
and sizes for both genders and a range of ages.10 Multiple
groups adopted this approach and developed MC simulation
software to investigate organ dose from various MDCT scan-
ning protocols to adult patients, pediatric patients, and even
to estimate fetal dose.11–15

An accurate MDCT MC simulation typically requires a
detailed description of the scanner under investigation, in-
cluding specifications of the photon energy spectrum, the
bowtie and inherent filtration design, and the geometry of the
scanner �e.g., focal spot to isocenter distance, fan angle,
z-axis collimation, and cone angle settings�. It is usually pos-
sible to ascertain the necessary geometry from documenta-
tion of scanner specifications. However, scanner-specific
source descriptions that include filtration designs and spectra
are typically proprietary, so vendor cooperation through non-
disclosure agreements �or equivalent� has been required to
obtain this information. While in some cases published gen-
eralized tungsten anode energy spectra, either from empiri-
cally measured or theoretical models, have been used in MC
simulations,16 there is no such published data on the design
of bowtie and inherent filtration, which may vary consider-
ably from scanner to scanner. As a consequence, MDCT MC
dosimetry simulations have been performed by a limited
number of researchers who normally can only investigate a
small subset of existing scanners for which they have ob-
tained confidential information to build their source models.

In order to overcome such restrictions, the purpose of this
work is to introduce a method to construct source models
that only requires physical measurements and calculations.
The goal of this method is to generate an “equivalent” source
model that consists of two parts. The first part is an equiva-
lent energy spectrum, defined as “an idealized energy spec-

trum that results in identical attenuation properties as the
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actual spectrum of a given x-ray tube.”17 The second part is
an equivalent filter description, defined as an idealized filter
that attenuates the equivalent spectrum in the same manner
that the actual filter attenuates the actual spectrum �including
bowtie filtration and its variation across the fan angle�. Such
an approach obviates the need for obtaining proprietary in-
formation and allows the generation of source models to
characterize any given scanner. Since this method is de-
signed to require only measured data taken from the scanner
of interest, it should result in more accurate scanner-specific
MC dosimetry simulations compared to those that use ge-
neric source models.

In this study we will first present the scanner measure-
ments and calculations necessary to generate equivalent
source models. Then, the predictive accuracy of equivalent
source model MDCT MC simulations will be assessed by
comparing the results of multiple CT dose index �CTDI�
simulations performed using equivalent source models with a
previously presented MC software package11 to physically
measured CTDI values. Finally, equivalent source model
simulations will be evaluated relative to conventional
manufacturer-based source model simulations, first by com-
paring the accuracy of CTDI simulations using each type of
source model and then through an analysis of variance to
determine if these source models produce statistically differ-
ent simulation results.

II. MATERIALS AND METHODS

II.A. CT scanner models

II.A.1. The CT scanners

To investigate the robustness of the proposed method, 64-
slice CT scanners from four major CT scanner manufacturers
were included in this study: The LightSpeed VCT �General
Electric Medical Systems, Waukesha, WI�, SOMATOM Sen-
sation 64 �Siemens Medical Solutions, Inc, Forcheim, Ger-
many�, Philips Brilliance CT 64 �Philips Medical Systems,
Cleveland, Ohio�, and Toshiba Aquilion 64 �Toshiba Medical
Systems, Inc., Otawara-shi, Japan�. Each of these is a third
generation, multidetector row CT scanner that supports mul-
tiple nominal beam collimation settings as well as multiple
beam energies. Each scanner is equipped with x-ray beam
filtration that includes from one to three bowtie filter combi-
nations. For this study each different scanner and bowtie
filter combination was assessed separately �the GE Light-
Speed VCT has three bowtie filter settings, the Toshiba Aq-
uilion 64 has two, while the Siemens Sensation 64 and Phil-
ips Brilliance 64 each has one, resulting in seven unique

scanner/bowtie filter combinations�. Each of the scanner/

http://dx.doi.org/10.1118/1.3117683
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bowtie filter combinations was randomly assigned a refer-
ence letter, either A, B, C, D, E, F, or G and will be referred
to by their assigned letter from this point on.

II.A.2. Source models based on manufacturer-
provided information

Data describing the x-ray source for each scanner de-
scribed in Sec. II A 1 were obtained from the manufacturers
under a nondisclosure agreement. Each manufacturer pro-
vided a description of the x-ray energy spectra representing
the relative number of photons at each energy level for each
available kVp setting. Additionally, they provided specifica-
tions of scanner filtration by specifying the dimensions and
materials of all available bowtie filters as well as the design
of any other inherent filtration. The scanner geometry neces-
sary for the MC simulations, namely, the focal spot to iso-
center distance and fan angle, was also obtained directly
from the manufacturers; however, this information is usually
available in user manuals or specification sheets included in
the CT scanner documentation.

II.B. Measurements to generate equivalent source
models

II.B.1. Overview of physical measurements used
to generate equivalent source models

The scanner measurements required in this method are
generally not part of routine medical physics measurements
for CT but can be performed reasonably quickly and effi-
ciently with commonly used equipment. It should be noted
that some scanners must be put into service mode because
these measurements are performed with a nonrotating
�parked� gantry. For each scanner/bowtie filter combination,
two types of measurements were obtained: �a� First and sec-
ond half value layers �HVL1 and HVL2� and �b� bowtie filter
attenuation profiles. Each requires a set of exposure measure-
ments, which were performed with a standard 100 mm pen-
cil ionization chamber �ion chamber� and calibrated elec-
trometer.

II.B.2. Half value layer measurements

The method used to measure MDCT HVLs is similar to
standard HVL measurements used for conventional radio-
graph machines. The gantry was parked so that the x-ray
tube remained stationary at the 6 o’clock position. The ion
chamber was fixed along the central ray �directly above the
stationary x-ray tube�, ensuring that the table was not in the
x-ray beam path, at a distance above the source sufficient to
establish good measurement geometry �for all measurements
the ion chamber was positioned at or above the scanner iso-
center�. An initial exposure value was taken using a particu-
lar kVp, mA s, and collimation setting. Additional exposure
measurements were obtained using the same settings, adding
thin slabs �0.5–2.0 mm� of type 1100 alloy aluminum in the
beam path until the resulting exposure was less than half the
initial value to obtain the HVL1 and less than a quarter of the

initial value to obtain the HVL2. The experimental setup is
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illustrated in Fig. 1. For scanner/bowtie filter combination
A–G, measurements were performed to determine the HVL1

and HVL2 for all available beam energies.

II.B.3. Bowtie profile measurements

Bowtie profile measurements were performed to charac-
terize the attenuation of the actual spectrum across the fan
beam due to the scanner’s bowtie and inherent filtration. The
gantry was parked so that the x-ray tube was fixed at the 3
o’clock position. The ion chamber was clamped to a ring
stand, which was placed so that the active portion of the
chamber was not directly above the patient table. The table
was adjusted so that the ion chamber was initially centered at
the scanner isocenter. Using 120 kVp, 300 mA s, and a fixed
collimation setting �a single beam energy, tube current, and
collimation was sufficient for this method�, exposure mea-
surements were incrementally obtained by moving the table
in 5–10 mm intervals in the +y direction in order to profile
the exposure attenuation from the upper half of the bowtie
filter. A diagram of this setup is shown in Fig. 2. Because the
range of the table’s vertical motion was usually insufficient
to sample the entire upper half of the fan beam, the necessary
data were acquired by �1� initially clamping the ion chamber
to the base of the ring stand, then �2� incrementing the table
position vertically to its limit, then �3� sliding the chamber a
known vertical distance in the +y direction along the ring
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FIG. 1. Diagram of HVL measurement set up.
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FIG. 2. Diagram of bowtie profile measurements of attenuation across the
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stand and lowering the table by the same distance, and finally
�4� continuing the vertical table incrementation in the +y
direction until the entire upper half of the axial plane �i.e.,
the half fan angle� was sampled. It is assumed that the at-
tenuation profile in the axial plane is symmetric about the
central ray ��i=0 in Fig. 2�, so only measuring the upper half
of the bowtie’s attenuation is sufficient.

The value of the angle for a given measurement, �i in Fig.
2, was calculated using the manufacturer-provided focal spot
to isocenter distance L- and the vertical distance the ion
chamber was moved from isocenter li,

�i = tan−1�li/L� . �1�

This procedure was carried out to obtain bowtie profile mea-
surements for scanner/bowtie filter combination A–G using
the scan protocol described above.

II.C. Computational methods to generate the
equivalent source models

II.C.1. Overview of equivalent spectrum
generation algorithm

The goal of the first part of the source generation algo-
rithm is to produce an equivalent spectrum for a given scan-
ner, bowtie filter setting, and beam energy characterized by
HVLs similar to those physically measured. This approach
does not assume prior knowledge of the scanner’s actual
spectrum or filtration scheme. Three inputs are necessary for
this algorithm: �a� The HVL measurements for the scanner of
interest, �b� an initially soft �low average energy and there-
fore small HVL� tungsten anode x-ray energy spectrum, and
�c� an arbitrarily defined description of the material and cen-
tral ray thickness of a corresponding equivalent bowtie filter
�which will remain constant throughout this process�. Spe-
cifically, this approach assumes an equivalent bowtie filter
composed of aluminum with a central ray thickness of
0.5 mm. While this may not be the actual material or central
ray thickness for any actual bowtie filter, this assumption
will be shown to be reasonably robust for this methodology.
The general algorithm is outlined in this section and details
are provided in subsequent sections.

The following steps, illustrated in Fig. 3, are used to ob-
tain the equivalent spectrum: �1� The input soft tungsten an-
ode spectrum �represented by the upper probability density
function �PDF� in Fig. 3� is transmitted through a very thin,
uniform sheet of an arbitrarily defined “hardening” material
and the number of remaining x-ray photons at each energy is
calculated, assuming exponential attenuation, producing a
“candidate” spectrum �represented by the lower PDF in Fig.
3�, �2� then the spectrum resulting from transmitting the can-
didate spectrum through the central ray of the bowtie is cal-
culated and the associated KERMA in air is subsequently
computed by summing the product of the energy fluence and
the mass energy-absorption coefficient for air over all ener-
gies, �3� next the spectrum resulting from transmitting the
candidate spectrum through the central ray of the bowtie plus
a very thin, uniform sheet of aluminum is calculated and the

KERMA in air is again computed, and �4� then step �3� is
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repeated while incrementally increasing the thickness of alu-
minum by 1.0 �m until the calculated KERMA in air is a
factor of 2 and then a factor of 4 less than the initial KERMA
in air obtained in step �2�. Since KERMA in air is directly
proportional to exposure, these thicknesses of aluminum rep-
resent the HVL1 and HVL2 of the candidate spectrum. Steps
�1�–�4� are repeated while incrementally increasing the thick-
ness of the hardening material �thus increasing the HVLs of
the candidate spectrum� by 10.0 �m until the difference be-
tween the candidate spectrum’s calculated HVLs and the
measured values is minimized. Since this method assumes
that the exact material and design of the filtration are un-
known, the entire process is repeated using various harden-
ing materials that are often used in scanner construction,
namely, aluminum, graphite, lead, and titanium. The candi-
date spectrum with calculated HVLs that best match the
measured HVLs, regardless of the hardening material type, is
deemed the equivalent spectrum.

The initial tungsten spectrum referred to in step �1� was
obtained using Boone and Seibert’s tungsten anode spectral
model using interpolating polynomials �TASMIPs�.18

Siewerdsen et al. created SPEKTR, a MATLAB �the Math-
Works, Natick, MA� tool that allows a user to obtain TAS-
MIP spectra with an energy resolution of 1.0 keV from the
TASMIP library while specifying the beam energy �kVp�,
percent voltage ripple, and any beam filtration.19 For each
kVp setting available on the scanners described in Sec.
II A 1, a soft tungsten spectrum was obtained via the SPE-
KTR tool using no added filtration and 25% voltage ripple.
In each instance, this created an initial spectrum with suffi-
ciently low average beam energy and thus initial HVLs that
are less than any of the measured HVLs. The exponential
attenuation and KERMA in air calculations were performed
using the photon mass attenuation coefficients �� /�� and
mass energy-absorption coefficients ��en /�� for air, reported
by Hubbell and Seltzer,20 respectively.

II.C.2. Equivalent spectrum generation algorithm
using both HVL1 and HVL2

The HVL2 is the highest order descriptor of a particular
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FIG. 3. Illustration of method for generating equivalent spectrum from mea-
sured HVL.
x-ray beam obtained in the measurements described in Sec.
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II B 2, so equivalent spectra were first generated to match the
measured HVL2 values. Specifically, the algorithm described
in the previous section was carried out to produce candidate
spectra for each hardening material type which had calcu-
lated HVL2 values approximately equal to the measured
HVL2 values. For each specific hardening material and thick-
ness that yields the best estimate of HVL2, the HVL1 was
also calculated. The equivalent spectrum was chosen as the
candidate spectrum that both matched HVL2 and simulta-
neously had a calculated HVL1 that best matched the mea-
sured HVL1. For scanner/bowtie filter combination A–G, the
equivalent spectra were generated using HVL1 and HVL2

measurements for all available beam energies using routines
coded in MATLAB. Source models using spectrum resulting
from this algorithm will be denoted as the HVL1&HVL2

source models.

II.C.3. Equivalent spectrum generation
algorithm using only HVL1

Another set of equivalent spectra was generated in a man-
ner similar to that described in Sec. II C 2 with the exception
that only the measured HVL1 was considered. These alterna-
tive forms of equivalent spectra allowed us to investigate the
necessity of measuring the HVL2, which can be cumber-
some. Again, the algorithm described in Sec. II C 1 was car-
ried out to produce a candidate spectrum for each of the
hardening material types, but in this case the spectrum was
generated so that its calculated HVL1 approximately
matched the measured HVL1. The equivalent spectrum was
then determined by simply selecting the candidate spectrum
whose calculated HVL1 had the best agreement with the
measured value. For scanner/bowtie filter combination A–G,
the equivalent spectra were generated using only HVL1 val-
ues for all available beam energies using routines coded in
MATLAB. Source models using spectrum resulting from this
algorithm will be denoted as the HVL1 source models.

II.C.4. Equivalent bowtie filter generation algorithm

The second part of the source generation algorithm is per-
formed after acquiring an equivalent spectrum. The goal of
this part is to obtain a description of an equivalent bowtie
filter �filtration path length as a function of � in Fig. 2� that
attenuates the equivalent spectrum in the same manner that
the actual bowtie filter attenuates the actual x-ray beam
across the entire fan angle. For this part of the algorithm, the
following inputs are necessary: �a� The equivalent spectrum
�generated using the methods described in either Sec. II C 2
or Sec. II C 3� for the scanner/bowtie filter combination and
beam energy of interest, and �b� the bowtie profile measure-
ments made for the same scanner/bowtie filter combination.
As stated in Sec. II C 1, the equivalent bowtie material is
arbitrarily defined to be aluminum with a central ray thick-
ness of 0.5 mm.

Again utilizing the fact that exposure is directly propor-
tional to KERMA in air, the equivalent path length of alumi-
num for a given bowtie profile measurement angle �i is gen-

erated from the following steps: �1� Using the bowtie profile
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measurement data, the ratio of the measured exposure at �i to
the measured central ray exposure is computed: �2� then the
equivalent spectrum is numerically transmitted through the
center portion of the equivalent bowtie, again assuming an
exponential attenuation, and the subsequent KERMA in air is
calculated, as described in Sec. II C 1: �3� next the equivalent
spectrum is transmitted through a very thin, uniform sheet of
aluminum and the subsequent KERMA in air is calculated;
�4� then the ratio of the KERMA in air obtained in step �3� to
the KERMA in air from step �2� is computed: and �5� steps
�3� and �4� are repeated while incrementally increasing the
thickness of aluminum by 1.0 �m until the difference be-
tween the values obtained in step �1� �measured exposure
ratio� and step �4� �calculated exposure ratio� is minimized.
The resulting thickness of aluminum is deemed the equiva-
lent path length for �i. This process is repeated for each
measurement angle sampled in the bowtie profile measure-
ments producing the equivalent bowtie filter description.

The method to iteratively determine the aluminum bowtie
filter path length for each measured angle was implemented
using routines coded in MATLAB. This algorithm was carried
out using each of the equivalent spectra generated in Secs.
II C 2 and II C 3. The result was a complete set of equivalent
source models �e.g., spectrum and bowtie description� based
on both HVL1 and HVL2 measurements �HVL1&HVL2

models� as well as a complete set of equivalent source mod-
els based solely on HVL1 measurements �HVL1 models� for
each scanner/bowtie filter combination A–G at each available
beam energy.

II.D. Overview of the Monte Carlo method

II.D.1. Monte Carlo simulations

All simulations were performed using the MCNPX �MCNP

eXtended version 2.6.d� Monte Carlo code.21,22 Simulations
were performed using only photons with a low-energy cutoff
of 1 keV. The photon transport model does not explicitly
create photoelectrons but instead assumes that all deposited
energies are absorbed at the photon interaction site resulting
in a condition of charged particle equilibrium �CPE�. Under
the assumption of CPE, collision KERMA is equal to the
absorbed dose. So for each simulated photon, the absorbed
dose to the volume of interest in the phantom was calculated
by tallying the photon energy fluence and converting to col-
lision KERMA, again using the mass energy-absorption co-
efficients obtained by Hubbell and Seltzer.20

II.D.2. Modeling of the CT source

As described in previous publications,10,11 modifications
were made to the standard MCNP source code to model the
possible x-ray source positions, photon energies, and initial
photon trajectories of various CT scan protocols. Since stan-
dard CTDI100 measurements were being simulated, this work
only utilized single axial scans. The longitudinal beam width
is modeled using the full width at half maximum �FWHM�
value of the radiation beam profile obtained from OSL mea-
surements made for each collimation setting on each scanner

�as opposed to the nominal collimation value�. The energy of
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each simulated photon is obtained by sampling the energy
spectrum for the scanner of interest. Attenuation due to scan-
ner filtration is modeled by first looking up the filter material
and path length corresponding to the trajectory of the photon
from the filtration description. Then, the resulting attenuation
is calculated using the photon mass attenuation coefficients
and applied as a MCNP source weight factor.

II.E. CTDI100 phantom and pencil ion chamber model

Conventional CTDI100 experiments using the standard
head �16 cm in diameter� and body �32 cm in diameter�
phantoms were used for validation and comparison
purposes.23 These phantoms are polymethylmethacylate
�PMMA� cylinders that are 15 cm in length. They both have
five sockets that will accept a PMMA insert or the ion cham-
ber, one at the center and four 1 cm below the phantom
surface, each 90° apart from its neighbor. The phantoms,
inserts, and the ion chamber were all simulated using stan-
dard MCNP geometry and material descriptions. The ion
chamber was explicitly modeled as two concentric cylinders,
with a 1.6 mm thick outside cylindrical shell consisting of
C552 to model the chamber wall and an inner cylinder of air
that is 3.4 cm in diameter and 10 cm in length to represent
the active portion of the chamber.

II.F. CTDI100 simulation and measurement
experiments

Using a particular scanner/bowtie filter combination and
beam energy, a series of CTDI100 measurements �in mGy/
mA s� were obtained at both the center and periphery �12
o’clock� positions for both CTDI phantoms. Analogous
CTDI100 simulations were performed using three different
source model types: Those based on information provided by
the manufacturer described in Sec. II A 2, the HVL1 equiva-
lent source models described in Sec. II C 3, and the
HVL1&HVL2 equivalent source models described in Sec.
II C 2. MCNP tally results are reported in mGy/source par-
ticle, so normalization factors calculated from air scan mea-
surements �CTDI100 in air in mGy/mA s� and corresponding
air simulations �in mGy/source particle� were applied to ob-
tain simulated CTDI100 values in units of mGy/mA s, as de-
scribed by DeMarco et al.10

CTDI100,center and CTDI100,periphery measurements and
simulations were performed for scanner/bowtie filter combi-
nations A–G at each available beam energy. The possible
kVp settings varied among the scanner manufacturers. Four
of the scanner/bowtie filter combinations �A, C, E, and G�
allow 80, 100, 120, or 140 kVp scans, two �B and F� allow
80, 100, 120, or 135 kVp scans, and the last �D� allows 80,
120, or 140 kVp scans. This resulted in 108 unique possible
measurement conditions �6 scanner/bowtie combinations
�4 kVp settings�2 phantoms�2 positions+1 scanner/
bowtie combination�3 kVp settings�2 phantoms�2 posi-
tions�. All 108 conditions were simulated using both equiva-
lent source model types. Only 120 kVp source specifications
were supplied by the manufacturer of scanner/bowtie filter

combination D so only 100 of the measurement conditions
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could be simulated using the manufacturer-based source
models �noting that direct comparisons to simulations utiliz-
ing manufacturer’s data could only be done at 120 kVp for
this particular combination�.

Each CTDI100 measurement and corresponding simulation
was performed using one available nominal collimation,
which also varied among scanner manufacturers. Depending
on the manufacturer, the nominal collimation value used for
each experiment was one of the following: 4�5 mm
�20 mm� with a FWHM of 21.5 mm, 20�1.2 mm �24 mm�
with a FWHM of 27.9 mm, 4�8 mm �32 mm� with a
FWHM of 36.9 mm, or 64�0.625 mm �40 mm� with a
FWHM of 43.7 mm.

II.G. Evaluation of the source models

II.G.1. Comparison of CTDI simulations to
measured results

The results of the CTDI100 simulations using each of the
three source model types described above were separately
compared to the analogous measured CTDI100 values. The
percent error between each simulation and measurement re-
sult was calculated to evaluate the accuracy of the simula-
tions performed with each individual source model type.
Then, for each source model type, the root mean square
�RMS� of the percent error values were calculated across all
kVp values for each scanner/bowtie filter combination using
the results of both the center and 12:00 measurement posi-
tions on both the head and body CTDI phantoms. These
RMS values serve as metrics to independently evaluate the
predictive accuracy of the three source model types for each
individual scanner/bowtie filter combination.

II.G.2. Comparison of equivalent and
manufacturer source models

The percent agreement between simulated and measured
CTDI100 results were used to compare the performance of the
different source model types under investigation based on �a�
a scanner/bowtie filter combination basis and �b� pooling all
scanner/bowtie filter combinations. Part �b� of this analysis
provides a metric to determine if simulations using source
models based on manufacturer-provided data, HVL1 equiva-
lent source models, or HVL1&HVL2 equivalent source mod-
els have the best overall performance in terms of accurately
predicting the measured CTDI100 value.

Analysis of variance �ANOVA� tests were performed to
determine whether the three types of source models produce
simulation results that are statistically different from each
other. First, all results underwent log transformation to sat-
isfy the normality assumption in the ANOVA test. ANOVA
methods were then used to compare the results from the three
source model types, taking into account the seven scanner/
bowtie categories, all kVp’s, both sized phantoms, and both
chamber positions. If there was a significant difference be-
tween the results for a given scanner/bowtie filter combina-
tion for the different source model types, pairwise tests were
used to compare the three methods on a stratified scanner/

bowtie filter combination basis. For each stratified scanner/
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bowtie category, ANOVA analyses were used to compare the
three types of source models. A Bonferroni adjustment was
used as postestimation of multiple comparisons if there was a
significant difference among the three methods.

Finally, another analysis was used to determine whether
the overall performance of the three source model types were
statistically similar to each other at varying levels of the
desired accuracy. To do this, a categorical variable was used,
which was the level of agreement between the measured and
simulated results with values as follows: 1—indicating out-
standing agreement of within + /−1%, 2—representing excel-
lent agreement of greater than + /−1% but within + /−2%,
3—representing very good agreement of greater than + /
−2% but within + /−5%, 4—representing good agreement of
greater than + /−5% but within + /−10%, and 5—repre-
senting agreement that is greater than + /−10%. For various
agreement thresholds, a generalized estimating equation
�GEE� population-averaged model was performed to com-
pare the accuracy of the simulations employing the three
source model types using compound correlation structure as
levels of agreement �i.e., 1%, 2%, 5%, and 10%� in binomial
family with logit link. Furthermore, multivariate logistic was
performed at each level of agreement to compare the indi-
vidual source model simulation results. This analysis reveals
whether each type of source model produces statistically dif-
ferent simulation results from those produced by the other
types of source models for a specific level of predictive ac-
curacy; therefore, the results will determine the level of ac-
curacy at which the HVL1 models provide statistically dif-
ferent simulation results than the HVL1&HVL2 source
models. This will help to answer the question of whether
HVL1 and HVL2 measurements are both necessary when
employing the proposed equivalent model source model gen-
eration method.

TABLE I. Measured first half value layer �HVL1� in mm Al for each scanne

Beam energy
�kVp�

Scanner/bowtie filter combina

A B C D E

80 6.00 4.66 5.44 6.35 4.
100 7.40 5.84 6.63 ¯ 5.
120 8.50 7.05 7.77 8.93 6.
135 ¯ 7.87 ¯ ¯ ¯

140 9.50 ¯ 8.75 9.83 7.

TABLE II. Measured second half value layer �HVL2� in mm Al for each sca

Beam energy
�kVp�

Scanner/bowtie filter combin

A B C D

80 13.30 10.99 12.20 13.69 1
100 16.20 13.49 15.18 ¯ 1
120 18.80 15.52 17.04 19.63 1
135 ¯ 17.25 ¯ ¯

140 21.00 ¯ 19.83 21.96 1
Medical Physics, Vol. 36, No. 6, June 2009
III. RESULTS

The measured HVLs �HVL1 and HVL2� described in Sec.
II B 2 are presented in Tables I and II, respectively. These
values include measurements for each of the seven scanner/
bowtie combinations at each of the available beam energies.
The mean value is presented along with a summary of the
minimum and maximum HVLs to illustrate the range for a
given beam energy value across different scanner/bowtie fil-
ter combinations.

The results for each of the CTDI100 measurement and
simulation experiments described in Sec. II F are presented
for each scanner/bowtie filter combination in Tables S1–S7,
which can be found online at http://www.medphys.org/
SupplementalMaterials.asp. These tables also display the
percent difference between each measurement and the corre-
sponding simulation for the three source model types. The
agreement between simulation and measurement was within
10% for 103 out of the 108 experiments using HVL1&HVL2

source models. Similarly, agreements were within 10% for
102 out of the 108 experiments using HVL1 source models.
Only 49 out of the 100 simulations using manufacturer-based
source models were within 10% of the analogous measure-
ment. For the HVL1&HVL2 and the HVL1 methods, the only
beam energy setting for which simulations and measure-
ments disagreed by �10% was 80 kVp. The RMS of the
percent error value across all beam energies, both CTDI
phantoms, and both measurement positions for simulations
using each type of source model is shown in Table III for
each scanner/bowtie filter combination. For five out of the
seven scanner/bowtie filter combinations �A, C, D, E, and
G�, the source models obtained using the HVL1&HVL2

method resulted in smaller RMS values than did the other
two source models. For combination B and F simulations,

tie combination at each available beam energy.

Mean Minimum MaximumF G

3.49 4.46 4.98 4.46 6.35
4.47 5.56 5.92 4.47 7.40
5.45 6.61 7.27 5.45 8.93
6.10 ¯ 6.99 6.10 7.87
¯ 7.57 8.64 7.57 9.83

bowtie combination at each available beam energy.

Mean Minimum MaximumF G

8.35 10.66 11.40 8.35 13.69
10.70 13.23 13.66 19.70 16.20
13.59 16.06 16.66 13.59 18.80
14.74 ¯ 16.00 14.74 17.25
¯ 17.76 19.77 17.76 21.00
r/bow

tion

46
61
59

57
nner/

ation

E

0.63
3.16
5.97
¯

8.29
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the HVL1 method’s source models had the smallest associ-
ated RMS value. The bottom row of Table III displays the
mean RMS value across all scanner/bowtie filter combina-
tion for each source model. This pooled RMS value for
HVL1&HVL2 method is slightly less than that of the HVL1

method and substantially less than that of the manufacturer-
based source model simulations.

The results of the ANOVA test described in Sec. II G 2 are
summarized in Table IV. Combination A and D showed no
significant difference between any of the source model types.
The remaining combinations did show significant difference;
thus the results of each individual source model type were
compared to each other on a stratified scanner/bowtie cat-
egory basis. For these analyses, Bonferroni adjusted p values
were used for the comparisons. For each combination �B, C,
E, F, and G�, the source models based on manufacturer-
provided data produced significantly different results than
either the HVL1 or HVL1&HVL2 equivalent source models,
while the HVL1 method’s results were not significantly dif-
ferent than those of the HVL1&HVL2 method.

TABLE III. RMS error for each scanner/bowtie combination as well as
pooled across all scanner/bowtie combinations.

Scanner/bowtie
combination

Manufacturer-based
source model

HVL1

source model
HVL1&HVL2

sourcemodel

A 5.50 5.38 4.14
B 10.62 6.25 7.18
C 12.60 5.39 4.02
D 2.56 2.76 2.52
E 11.83 4.31 3.80
F 20.18 7.40 7.72
G 9.51 3.89 3.37

Pooled 12.50 5.34 5.11

TABLE IV. ANOVA analysis results. If significant differences were found
among the three methods, the pairwise ANOVA results are shown individu-
ally. Bonferroni adjustment was used as postestimation of multiple compari-
sons if there was significant difference among the methods.

Scanner/bowtie
combination

Manufacturer-
provided
vs HVL1

Manufacturer-
provided

vs HVL1&HVL2

HVL1

vs HVL1&HVL2

A Not different
p=0.1738

B Different
p�0.0001

Different
p�0.0001

Not different
p=0.1000

C Different
p�0.0001

Different
p�0.0001

Not different
p=0.6500

D Not different
p=0.7379

E Different
p�0.0001

Different
p�0.0001

Not different
p=0.1421

F Different
p�0.0001

Different
p�0.0001

Not different
p=0.8533

G Different
p�0.0001

Different
p�0.0001

Not different
p=0.6363
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A plot of the number of cases at each level of agreement
curves described in Sec. II G 2 is shown in Fig. 4. The five
categorical variables used in this analysis �1–5�represent ab-
solute levels of agreement between simulation and measure-
ment with values of �1%, �2%, �5%, �10%, and �10%,
respectively. For each source model, the plot shows the cu-
mulative percentage of total simulations that fall into each
level of agreement category. The GEE population-averaged
model performed to compare the three methods discussed in
Sec. II G 2 resulted in four p values �0.05, indicating there
are overall differences among the three source model types.
The multivariate logistic analyses performed to separately
compare each of the source model types with each other at
each individual level of agreement revealed that the
manufacturer-based source models produced significantly
different results, at each categorical level of agreement, from
both the HVL1 source models �all p values �0.0001� and the
HVL1&HVL2 source models �all p values �0.0001�. The
HVL1 and HVL1&HVL2 source model comparisons resulted
in p values, indicating no significant difference between the
two methods for all levels of agreement �p=0.1976 for 1%,
0.1003 for 2%, 0.6284 for 5%, and 0.7405 for 10% agree-
ment�.

IV. DISCUSSION

The goal of this study was to present a method to obtain
CT scanner source models based only on the measured val-
ues and validate their use for MC dosimetry simulations.
These source models partially consist of an equivalent x-ray
spectrum generated to match measured HVLs. A method to
obtain HVLs was described, which requires parking the
scanner gantry, which may require the scanner to be switched
into service mode. Alternative techniques to measure HVLs
for CT scanners, which do not require a stationary source,
have been proposed but typically require special equip-
ment.24,25 The second part of the proposed source model is
an equivalent filtration description that is generated to at-
tenuate the equivalent spectrum across the fan angle in the
same manner that the actual filtration attenuates the actual
spectrum, as measured by the bowtie profile measurements.

Two different types of equivalent source models, those
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FIG. 4. The cumulative percentage of CTDI100 simulations that are charac-
terized by the level agreement with measured CTDI100 values specified
by each category: �1: � �1% 2: � �1% but � �2% 3: � �2% but
� �5% 4: � �5% but � �10% 5: � �10% �.
based only on HVL1 measurements and those based on both
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HVL1 and HVL2 measurements, along with manufacturer-
provided source models were evaluated in this study. Valida-
tion experiments were performed by assessing the accuracy
of multiple CTDI100 simulations using all three source model
types for each of the available beam energies on the scanner/
bowtie filter combinations described in Sec. II. Inspection of
Tables S1–S7 shows that simulation results agreed with mea-
surements to within 10% for 103 out of the 108 �95.4%� and
104 out of the 108 �96.3%� experiments performed using the
HVL1 and HVL1&HVL2 source models, respectively. Simu-
lations utilizing manufacturer-based source models only
achieved agreement of �10% for 49 out of the 100 simula-
tions. Thus, assuming an acceptable agreement level of 10%,
it is apparent that simulations using the equivalent source
models attained the necessary accuracy for validation much
more frequently than simulations using source models based
on manufacturer’s data.

The RMS of the percent error values reported at the bot-
tom rows of Tables S1–S7 and summarized in Table III
serves as a metric to compare the simulation accuracy for a
particular source model on a scanner/bowtie combination ba-
sis. Analyzing the RMS value across all beam energies �and
across both CTDI phantoms and measurement positions�
provides a thorough evaluation of a source model’s overall
performance for a particular scanner/bowtie filter combina-
tion. The HVL1&HVL2 source model simulations resulted in
better predictive accuracy �smaller RMS percent error val-
ues� than the other two types of source models for five out of
the seven scanner/bowtie filter combinations, while the
HVL1 source models simulations had a lower RMS value for
the remaining two combinations. It should be noted that for
some scanner/bowtie filter combinations, similar perfor-
mance was observed between all three source model types
�i.e., combination A and D� and some combinations resulted
in substantial differences between the manufacturer source
models and the equivalent source models �i.e., combination
B, C, E, F, and G�. However, for all combinations the two
equivalent source model types had relatively small differ-
ences in their predictive accuracy.

The pooled RMS values across all scanner/bowtie filter
combinations presented at the bottom row of Table III indi-
cate that the overall performance, on a whole, of the
HVL1&HVL2 was slightly better than that of the HVL1

source model and that both of the equivalent source models
were superior to the source models based on manufacturer-
provided data. Both of the equivalent source types had asso-
ciated mean RMS values across all combinations �6%
�5.34% and 5.11% for the HVL1 and HVL1&HVL2 source
models, respectively�, while the manufacturer-based source
model simulations exceeded 10% �12.50%�.

Tables S2 and S6 illustrate that for scanner/bowtie filter
combination B and F, the 80 kVp CTDI percent error values
are relatively large for the equivalent source models �these
simulations accounted for most of the equivalent source
simulations that did not meet the 10% difference metric�.
One reason for this might be that, for diagnostic energy
ranges, exposure is approximately proportional to the square

of the kVp �when keeping the tube current fixed�. As a result,
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if the mA s setting for 80 kVp HVL and bowtie profile mea-
surements are too low, the exposure values may have inher-
ent error from quantum noise due to insufficient tube output.
This is especially true for source models generated based
partly on HVL2 since the large amount of aluminum filtration
used to obtain the necessary exposure values significantly
reduces the number of photons detected by the ion chamber.
This hypothesis could not be immediately tested due the lim-
ited accessibility of the scanners employed for this study;
however, additional work should be done to investigate the
effect of the tube current setting on 80 kVp equivalent source
simulation results and possibly determine a minimum mA s
threshold setting to obtain simulation results with the desired
accuracy level. This could be especially relevant for estimat-
ing dose to pediatric patients, where 80 kVp scans are more
commonly used.

The CTDI percent error values shown in Table S4 for
scanner/bowtie filter combination D reveal that the
manufacturer-based source models resulted in a relatively
small RMS value �2.56%� compared to the other scanner/
bowtie filter combinations. As noted in Sec. II for this
scanner/bowtie filter combination, it was only possible to
evaluate 120 kVp manufacturer-based source model simula-
tions; therefore, the reported RMS value only takes one
beam energy setting into account. It is unclear whether a full
data set from the manufacturer would improve or worsen the
RMS value. However, the lack of available data suggests
another advantage to using the equivalent source method.
Since the proposed method is based strictly on measure-
ments, it is possible to obtain source models for any kVp and
bowtie filter combination available on the scanner of interest.

The ANOVA analyses performed on a scanner/bowtie fil-
ter combination basis showed that for five out of the seven
scanner/bowtie filter combinations, both the HVL1 and
HVL1&HVL2 equivalent source model simulations produced
significantly different results than did the manufacturer-
based source model simulations in terms of predictive accu-
racy. Since it has already been established that the equivalent
source model simulations were more accurate in predicting
measured CTDI values, this analysis demonstrates that there
is a statistically proven benefit to using either the HVL1 or
HVL1&HVL2 equivalent source methods rather than
manufacturer-based source models. In the other two cases
�combination A and D�, the manufacturer-provided data
proved to produce simulation accuracy that was statistically
similar to the equivalent source simulations.

Finally, the overall performance of the three types of
source models were statistically compared by utilizing cat-
egorical variables, indicating level of agreement between
simulated and measured values. These analyses allowed
comparisons to be made at individual levels of accuracy.
The results showed that at each assigned level of agree-
ment ��1%, �2%, �5%, and �10%�, the equivalent
source model simulations significantly outperformed the
manufacturer-based source model simulations. Comparisons
of the HVL1&HVL2 method with the HVL1 method proved
that there is no statistical difference between the two types of

equivalent source models at any level of agreement. This
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suggests that, for any desired level of accuracy, it is not
necessary to measure HVL2, which can be a time consuming,
cumbersome task.

In order to encourage the use of this method, the goal of
this study was to present a simple, heuristic approach to gen-
erating equivalent source models rather than proposing more
sophisticated optimization algorithms. It is possible that ap-
plying stricter requirements when generating the equivalent
spectra, such as requiring the candidate spectrum optimiza-
tion function to simultaneously take into account both HVL1

and HVL2 measurements, might result in simulations with
greater accuracy. It should also be noted that while a numeri-
cal spectrum generation algorithm was presented in this
work, a well-validated analytical method exists to determine
spectra from the measured attenuation curves via the Laplace
transform.26,27 Improved results might also be obtained by
using some optimal combination of material types for the
equivalent bowtie filter or hardening materials. Further ex-
ploration of such alternative source model generation tech-
niques should be encouraged; however, the easy-to-
implement method proposed in this work has been shown to
result in accurate and robust simulations across an extremely
wide range of validation experiments. To encourage further
investigations, a full set of required measurement data
�HVLs and bowtie profile� and the resulting equivalent
source models �HVL1 and HVL1&HVL2� for one scanner/
bowtie filter combination has been made available at http://
medqia.org/�mcnitt/Equivalent�Source/.

The use of equivalent source models generated by the
proposed method has considerable advantages over the use
of manufacturer-provided data. In addition to obviating the
need to obtain confidential information via some type of non-
disclosure agreement, this method produced simulation re-
sults that more accurately matched physical measurements.
Data supplied by the manufacturer are usually provided for a
specific combination of x-ray tube, bowtie filter, and even
software version for a particular scanner. Subsequent models
of the same scanner may not feature the same combination of
attributes �e.g., different software version and different x-ray
tube� and thus any previously supplied data may not exactly
characterize the actual scanner being evaluated. These appar-
ently minor differences are very difficult to discern and could
partly explain why the manufacturer-based models did not
perform as well as the equivalent source models. On the
other hand, equivalent source models are based on scanner-
specific measurements. Since any scanner modifications may
alter the HVL and/or bowtie profile measurements, the
equivalent source method will naturally factor them into the
resulting source models accordingly.

In this study we have described a novel method to gener-
ate source models using only measured values for MDCT
MC dosimetry simulations and have demonstrated their abil-
ity to produce highly accurate simulations over a wide range
of scanners and bowtie filter combinations. These equivalent
source models consist of unique spectrum and filtration com-
binations based on scanner-specific measurements, which
might seem to imply that equivalent source model simula-

tions apply only to the particular scanner on which measure-
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ments were obtained. The generalizability of these equivalent
source models will be investigated in future studies that will
focus on the range of measurement values for scanners of the
same make and model �small measurement variations would
result in similar equivalent source models and thus similar
dosimetry simulations� and variations in dose characteristics
of scanners of different makes and models. The latter of
these studies will specifically involve performing equivalent
source model simulations to estimate organ doses from a
wide range of commercially available scanners for a number
of different patient models in order to determine the optimal
means for calculating and reporting CT dose values.
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