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Is polarization important in cation-p interactions?
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ABSTRACT The importance of cation->aromatic polar-
ization effects on cation-p interactions has been explored.
Theoretical calculations demonstrate that polarization is a
large contribution to cation-aromatic interactions, and par-
ticularly to cation-p interactions. For a series of compounds
with a similar aromatic core, polarization is constant and
makes small inf luence in the relative cation-binding energies.
However, when the aromatic core changes polarization con-
tributions might be very different. We found that the gener-
alized molecular interaction potential with polarization is a
very fast and powerful tool for the prediction of cation binding
of aromatic compounds.

Cation-p is a strong, and quite specific, interaction, which plays
a key role in molecular recognition (for an excellent review see
ref. 1). Thus, cation-p interactions are relevant in host-guest
complexes (1–5). In addition, they are common in protein
structure (6–8), where these interactions seem to be related
with general mechanisms of substrate-enzyme binding (8–12)
and probably with some catalytic processes (13–16). Finally,
Dougherty and coworkers (17, 18) recently have suggested that
these interactions are essential for the recognition and action
of ion channels.

Cation-p complexes involve aromatic molecules having
large and well-defined p-electron distributions, and the
cations lie perpendicular to the aromatic plane. Dougherty
and coworkers (1, 7, 18, 19) have shown that, in the case of
nonpolarizable cations such as Na1, the preferential binding
to different aromatic compounds can be explained from
electrostatic considerations. Particularly, for a series of 11
derivatives of benzene, they found an excellent correlation
(r 5 0.991, slope 5 1.01, intercept 5 11.6 kcalymol) between
the self-consistent field (SCF) binding energies and the
molecular electrostatic potential (MEP; Eq. 1) at the SCF-
optimized position of the Na1 in the complex (19). More
interesting, when the MEP was computed at a common
position for all of the molecules (2.47 Å above the aromatic
ring), the correlation with the SCF binding energy was also
excellent (r 5 0.992, slope 5 1.04, intercept 5 12.3 kcaly
mol). This finding suggests that a simple MEP calculation
can provide very accurate estimates of the relative values of
cation binding energy for a given series of aromatic com-
pounds (18, 19).
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where RB and RA stands for the positions of the cation and

nuclei, and c stands for the coefficients of atomic orbitals in the
molecular orbital-linear combination atomic orbitals (MO-
LCAO) approximation.

The pure electrostatic model seems very useful for a
qualitative description of cation-p interactions. However,
the electrostatic component of the cation-p interaction
energy is always larger (in absolute terms) than the MEP
value. Therefore, other interactions are involved in the
formation of cation-p complexes. For the particular case of
Na1, the charge transfer is expected to be small. Indeed, the
polarization of the p-electron system by the cation will have
a significant contribution, whereas the reverse effect is
expected to be sensibly lower. In fact, the relevance of
polarization effects in cation-p interactions has been previ-
ously emphasized by Kollman and Caldwell (20) by using
classical force-field calculations.

In this paper we present a systematic quantum mechanical
study on the contribution of polarization effects to cation-p
interactions. We also analyze the possibility to introduce
these polarization effects into ‘‘reactivity indexes,’’ which are
used for the prediction of the strength of cation-p interac-
tions.

METHODS

The study is performed by using a perturbational approach
to compute the polarization energy. Particularly, we analyze
the suitability of the recently developed generalized molec-
ular interaction potential with polarization (GMIPp; refs.
21–23) as an improved computational generalization of the
MEP for the a priori description of chemical reactivity. Three
terms contribute to the interaction energy in the GMIPp: (i)
an electrostatic term identical to the MEP, (ii) a classical
dispersion-repulsion term (refs. 22 and 23; §), and (iii) a
polarization term derived from perturbational theory (21–
23). Let us note that the polarization effects are estimated at
a reduced computational effort and that the perturbational
and SCF values of the polarization energy are very similar
(ref. 23; ¶). For the case of the interaction with Na1, the
GMIPp is given by Eq. 2.
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6, where «AB 5 («A «B)0.5 and sAB

5 (sA sB)0.5. van der Waals parameters («, s) for C, N, and H were
taken from an in-house quantum mechanical–molecular mechanical
(QM-MM) parametrization (H: « 5 0.0116, s 5 2.272; C: « 5 0.0488,
s 5 3.77, N: « 5 0.0521, s 5 3.225), and the rest of van der Waals
parameters for aromatic compounds were taken from the optimized
potentials for liquid simulations (OPLS) force-field (24). Parameters
for Na1 were taken from Aqvist’s parameters (25). Parameters for
boron were taken equal to those of carbon.

¶As an example, the SCF estimates (kcalymol) of cation-p interactions
at the optimum SCF distances are 29.3 for benzene and 28.9 for
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where CAB and DAB are the van der Waals interaction param-
eters§, and «i denotes the energy of molecular orbital i.

Calculations were performed by using the HFy6–31G(d,p)
geometries and wavefunctions, because this level of theory
provides (probably because of fortuitous error cancellation)
very accurate values of the cation-p binding energy (refs. 1, 7,
18, and 19; i). Empirical van der Waals parameters were used§.
In all calculations the Na1 was considered as a classical
nonpolarizable particle.

Wavefunction calculations have been performed by using
the GAUSSIAN 94 computer program (27); MEP and GMIPp
calculations were performed with the MOPETE program (28).
All calculations have been carried out on the IBM-SP2 com-
puter of the Centre de Supercomputació de Catalunya and on
workstations in our laboratory.

RESULTS AND DISCUSSION

We first explored the profiles for the electrostatic (Eele),
polarization (Epol), and total (Etot) binding energies when a
Na1 approaches a benzene molecule. Three orientations were
considered (see Fig. 1): (i) along the middle of a C-C bond (x
orientation), (ii) along the C-H bond (y orientation), and (iii)
perpendicular to the center of the aromatic ring (z orienta-
tion). In all cases we determined the ‘‘hard particle radius,’’
which was defined as the point where dispersion and repulsion
cancel each other. Then, we computed Eele, Epol, and Etot there
and in points closer to and farther away from the molecule.

The energy profiles (see Fig. 2) provide insight into the
nature of cation-p interactions. At very short distances the
repulsive term dominates the interaction, whereas the elec-
trostatic component is the leading term at very large distances.
At intermediate values (near the hard sphere radius) the
magnitude of Eele and Epol is in general similar. As expected,
the electrostatic term is positive for x and y orientations,
whereas it is large and negative for the approach along the z
axis. The polarization term is always negative and seems to
follow a r23 dependence, compared with well-known r21

dependence of the electrostatic term.
When the Na1 approaches along the x and y axis, the

polarization energy is larger (in absolute value) than the
electrostatic term for distances shorter than the hard sphere
radius plus 0.8 (y axis) or 1.2 (x axis) Å. This suggests that the
energy profile for the cation approach to the benzene in the
aromatic plane is not fully repulsive, as noted in the minima in
the Etot profiles of 23.8 (at 20.6 Å; around 4 Å from the center
of the ring) and 21.5 (at 20.4 Å; around 4.6 Å from the center
of the ring) kcalymol for the x and y orientations. The existence
of these minima was verified by performing SCF calculations,
which provided binding energies of 24.6 and 22.0 kcalymol,
respectively. It then is clear that the large magnitude of the

aromatic polarization stabilizes the in-plane approach of cat-
ions in spite of the strong electrostatic repulsion.

The approach of the cation along the z axis is clearly favored
by the electrostatic term. This component is greater (in
absolute terms) than the polarization for distances larger than
21.3 Å. The polarization energy is 44% the magnitude of the
electrostatic energy at the hard sphere radius, and 70% the
magnitude of the electrostatic term at the optimum distance of
2.47 Å (around 20.8 Å). Note in Fig. 2 that the SCF and
GMIPp optimum Na1-benzene distances are very similar
(within 0.1 Å). It is then clear that polarization has a non-
negligible contribution to the total cation-p binding energy.

Inspection of Epol profiles shows that at large distances Epol
is very similar irrespectively of the cation orientation. At
intermediate distances the x orientation leads to the largest
polarization, whereas the smallest effects are found for the z
orientation, but the differences are in any case small. At the
hard sphere radius Epol is 25.2 (x axis), 24.3 (y axis), and 24.2
(z axis) kcalymol. At inner distances the y orientation provides
the largest polarization, as noted in the values of Epol 95 at a
distance of 21.0 Å: 216.0 (x axis), 216.5 (y axis), and 213.2
kcalymol (z axis). In summary, polarization favors the in-plane
approach of cations, but the small difference with respect to
the z-axis orientation cannot revert the electrostatic prefer-
ence for the perpendicular orientation.

After examining the dependence of Eele, Epol, and Etot on
orientation factors, we explored the polarization contribution
to the interaction of Na1 for a series of 16 aromatic compounds
(see Fig. 3). This also allowed us to explore the suitability of
the GMIPp as an alternative to the MEP for the a priori
description of cation-p interactions. Following Dougherty and
coworkers (18, 19), we computed the MEP and the GMIPp at
2.47 Å above the aromatic ring and compared these values with
the optimum SCF interaction energies**. The results in Table
1 point out the importance of the polarization component,
which is in general similar to the electrostatic one, and for six
of the 16 compounds it is even larger than the electrostatic
term. The polarization energy is mainly related to the size of

furan, which compare with the GMIPp values of 29.9 and 29.1
kcalymol, respectively.

iSingle point calculations (HFy6–31G(d,p) geometries) were per-
formed for the Na1. . . Phe dimer at the MP2y6–31111G(2d,p) level.
The interaction energy was (after basis set superposition error
correction) 222.0 kcalymol (221.2 if the Na1 is fixed at 2.47 Å above
the aromatic ring). These values compare well with the HFy6–31G(d)
values (227.1 kcalymol). Experimental enthalpy of interaction de-
termined by Guo et al. (26) for this system is 228 kcalymol.

**Geometry optimization leads to optimum distances that can be
different from the ‘‘average’’ value of 2.47 Å, as noted previously by
Dougherty and coworkers (18, 19). However, the difference be-
tween the optimized distance and 2.47 Å is less than 0.05 Å for all
molecules, except for compounds 10, 11, and 12 (optimum distances
of 2.53 Å, 2.54 Å, and 2.59 Å, respectively). In addition to the
situation for compounds 15 and 16 (see text), geometry optimization
can lead to slight deviations of the Na1 with respect to the center
of the aromatic ring. The largest deviations are found for com-
pounds 3 (0.20 Å), 14 (0.20 Å), and 4 (0.19 Å). Finally, as noted in
ref. 18, molecules containing heteroatoms might have an additional
minima corresponding to a cation-s interaction.

FIG. 1. Orientations of cation-aromatic interactions in the study.
The z axis corresponds to the cation-p interaction.
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the aromatic system, with little dependence on the nature of
the substituents. Thus, for benzene and their substituted
derivatives Epol ranges from 210 to 211 kcalymol, a value that
is around 1 kcalymol larger (in absolute terms) to those found
for five-membered rings. Larger aromatic rings provide larger
values of Epol. Thus, the Epol for indole is 212.4, and for the
10-membered rings of naphthalene and azulene amounts to
213.7 and 216.2 kcalymol.

Inspection of the benzene series shows that the introduction
of electron withdrawing groups leads to a dramatic reduction
of the electrostatic energy, as noted by Dougherty and co-
workers (18, 19), whereas Epol shows little variation (see Table
1). Accordingly, the nature of the cation-p interaction changes
from mostly electrostatic to be dominated by polarization
effects. Thus, Epol is 55% of Eele for aniline, 102% for the
fluoro derivative, 345% for the cyano derivative, and more
than 3,000% for the tri-f luoro derivative. Therefore, even
though a pure electrostatic model is not able to reproduce
accurately the cation-p interaction, it can provide excellent
relative values for a series of aromatic compounds of similar
size, in agreement with previous studies (18).

To analyze the reliability of the electrostatic model on the
size of the aromatic system, we examined the correlation
between SCF and MEP values. The results (see Fig. 4A) show
that the electrostatic model performs well, but obviously worse
than on application to the series of benzene derivatives. Thus,
the model explains 93% of the variance of the results, the
intercept is 211.6 kcalymol, and the slope is 1.08. However, a
detailed inspection of the results in Table 1 allows us to detect
some of the most clear shortcomings of the electrostatic model.
For instance, it predicts benzene as better cation binder than
naphthalene, which is in disagreement with SCF results.

Similarly, the boron derivative of benzene and furan show the
same electrostatic energy, but the first binds Na1 better
according to the SCF values. Another example is furnished by
the cation binding to indole and azulene, which is predicted to
be better for indole by the MEP, whereas the opposite trend
is found at the SCF level. In all of these cases the polarization
varies sensibly and modulates the total interaction energy.

The performance of the GMIPp model can be examined
from the correlation analysis given in Fig. 4B, which shows the
superiority of this computational tool. Thus, 99% of the
variance in the SCF results is reproduced by the model, the
slope is 0.984 and the intercept amounts to 25.0 kcalymol. The
value of the intercept reflects the basis set superposition error
(BSSE), which was not corrected in the SCF values following
Dougherty’s suggestions (18, 19) (for instance, the BSSE for
benzene is 21.8 kcalymol, and for naphthalene is 21.6 kcaly
mol), and the remaining 60% of the intercept might arise from
uncertainties in the classical evaluation of the repulsion con-
tribution (the van der Waals component is around 3 kcalymol),
to Na1 polarization, and obviously to charge transfer effects.
In fact, Bader’s analysis (29) for the benzene-Na1 system
shows that around 0.05 electrons are transferred from benzene
to Na1, which can account for a few kcalymol of stabilization
in the complex formation††.

Overall, the improvement of the GMIPp with respect to the
MEP is clear, as shown by the increase of '6% in the

††Correlations were performed from the GMIPp at 2.47 Å above the
aromatic ring instead of the SCF or GMIPp optimized geometry.
Calculations performed by using these optimized geometries pro-
vided almost identical results to those obtained for the frozen
geometry, as previously reported for MEP calculations by Dough-
erty and coworkers (18, 19).

FIG. 2. GMIPp energy profiles for the approach of Na1 to benzene (x axis: dotted line; y axis: dashed line; z-axis: solid line). (Top) Electrostatic
energy. (Middle) Polarization energy. (Bottom) Total energy. All the values are in kcalymol. Distances (in Å) are referred in all cases to the hard
sphere radius (see text). Hard sphere radii are: 4.58 (x axis), 4.97 (y axis), and 3.24 Å (z axis).
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descriptive ability of the model, a reduction of '7% in the
deviation of the slope from the ideal value, and the notable
reduction of '6.5 kcalymol in the systematic deviation noted
by the intercept. Furthermore, the GMIPp reproduces the
differences in Na1 binding to benzeneynaphthalene, furany
Phe-BH2, and indoleyazulene. Computationally, the GMIPp
requires a limited increase in computer time compared with
the MEP, because the recomputation of the wavefunction is
not necessary, and Epol is evaluated by using the same mono-

electron integrals involved in the calculation of the MEP.
Furthermore, because the GMIPp is based on perturbational
treatment, it provides a natural partitioning of the interaction
energy into intuitive components, without the uncertainties
derived from basis set superposition error. All of these results
suggest the GMIPp as a more precise alternative to the MEP
for the quantitative analysis of cation-p interactions, specially in
cases where aromatic systems of different sizes are to be studied.
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