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Abstract
Mustached bats emit an acoustically rich variety of calls for social communication. In the posterior
primary auditory cortex, activity of neural ensembles measured as local field potentials (LFPs) can
uniquely encode each call type. Here, we report that LFPs recorded in response to calls contain
oscillatory activity in the gamma-band frequency range (>20 Hz). The power spectrum of these high
frequency oscillations shows either two peaks of energy (at 40 Hz and 100 Hz), or just one peak at
40 Hz. The relative power of gamma-band activity in the power spectrum of a call-evoked LFP
correlates significantly with the ‘harmonic complexity’ of a call. Gamma-band activity is attenuated
with reversal of frequency modulated calls. Amplitude modulation, even when asymmetric across
call reversals, has no significant effect on gamma-band activity. These results provide the first
experimental evidence that complex features within different groups of species-specific calls modify
the power spectrum of evoked gamma-band activity.

Classification terms
Speech; music; gamma-band oscillations; synchrony; temporal coding; population coding; binding;
hearing; auditory processing; sensory and motor systems

1. Introduction
Neural encoding of spectro-temporal information for recognition of complex acoustic signals,
such as speech sounds, is not well understood. One approach to tackling this complex problem
is to study the neural responses simultaneously at the single cell and population levels. At the
population level, synchronous oscillations provide a powerful mechanism to integrate activity
within a local population of neurons as well as across long range, functionally connected neural
structures (König et al., 1995). High frequency gamma-band oscillation driven temporal
coordination of activity at the surface of the auditory cortex was previously described in
response to tonal clicks and amplitude-modulated sounds (Barth and MacDonald, 1996; Brosch
et al., 2002; Franowicz and Barth, 1995; MacDonald and Barth, 1995). These studies were
based on epidural recordings in lightly anesthetized rats. The term “gamma-band” traditionally
referred to high frequency activity that is 30 to 80 Hz. More recently, Crone and co-workers
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have extended the upper limit of gamma band activity to ~150 Hz based on subdural
electrocorticographic recordings in humans and define oscillation activity >70 Hz as “high
gamma” (Sinai et al., 2005). Although a few recent studies implicate the role of gamma-band
oscillations on speech sound perception in humans (Crone et al., 2001; Sinai et al., 2005), there
is no information nor any direct evidence for their role in processing social or communication
calls in animals.

Mustached bats use a number of call types for social interactions and have proven to be useful
animal models for understanding the neural coding of complex acoustic signals both for
echolocation and communication. A previous study showed that the temporal response pattern
of neuronal ensembles and possibly single neurons in the posterior region of the primary
auditory cortex (AIp) in mustached bats changes consistently for each call type and could carry
sufficient information to uniquely encode each call type (Medvedev and Kanwal, 2004). Both,
slow-wave, local field potentials (LFPs) and spiking activity at any locus within AIp was
patterned after call-specific dynamics. This dynamic activity contributed to a distributed
representation of 14 different call types. This mechanism of neural encoding is in contrast to
the ‘combination-sensitivity’ (nonlinear facilitation of neural responses to combinations of
sound features) that is rampant in other auditory cortical areas of mustached bats and is also
present in many other vertebrate species (Fuzessery and Feng, 1983; Margoliash and Fortune,
1992; Ohlemiller et al., 1996; Rauschecker and Tian, 2004; Suga et al., 1978). The primary
auditory cortex (AIp) of mustached bats contains a representation of the frequencies (from 7
kHz to 50 kHz) that are present in the fundamental of all communication calls emitted by this
species (Kanwal et al., 1994).

Here we performed a spectral analysis on some of the same and newly acquired LFP and spiking
data to examine the contribution of oscillatory activity in the neural coding of social calls. We
recorded single unit activity and event-related LFPs simultaneously and at the same locus in
response to the presentation of 7 frequency-shifted variants each for 14 different types of simple
syllabic calls. LFPs were used to examine the presence of gamma-band activity (this study) in
response to different simple syllabic call types that constitute a large part of the vocal repertoire
of mustached bats (Kanwal et al., 1994). The major question we address in this study is whether
LFPs contain stimulus-specific oscillatory activity. If so, what role does this activity play in
the representation of calls? Can a component of this type of synchronous activity be detected
within simultaneously recorded single unit activity at the same locus?

Our results suggest that a majority of species-specific calls presented to awake bats trigger
“gamma-band” (20–100 Hz), activity within local field potentials (LFPs) recorded from the
AIp area. The activity range that we observe from intracortical recordings overlaps the so called
“low” and “high” gamma band activity as well as high beta (20–30 kHz) as classified by others.
We refer to the range of frequencies 20 to 100 Hz, studied in our experiments, as simply
“gamma-band activity”. This frequency range appears to be a more natural and continuous
range for the effects observed in mustached bats. We further show that the pattern of the power
spectrum of evoked gamma-band activity present within LFPs can be used to classify different
call types into at least three distinct groups. These patterns of neural activity could provide a
basis for a perceptual classification of different call types. Single and/or few unit spiking
activity, although generally too sparse to visibly show gamma band oscillations, is significantly
correlated with the LFP data. These results provide the first experimental data for a proposed
role of stimulus-locked gamma-band activity in a “call recognition event” within a neural
network (Hopfield and Brody, 2000; Hopfield and Brody, 2001). As discussed, call recognition
may be achieved via oscillatory activity within a local population of neurons that leads to
perceptual grouping of acoustic features within a complex sound.
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2. Results
2.1. Gamma-band components within LFP and spiking activity

Single and few-unit activity as well as LFPs were recorded from nearly 100 recording sites in
the AIp area of seven bats. A total of 98 call variants were presented to awake bats when
recording from each locus. LFPs to all call types can be obtained at any recording site within
the AIp of mustached bats (Medvedev and Kanwal, 2004). Different call types are uniquely
encoded by the spectrotemporal patterns of responses within AIp. This can be observed by
conducting an MDS analysis of both call types and LFP/MUA activity (see Medvedev and
Kanwal, 2004). A consistent classification of various call types based on the temporal pattern
of the LFP is observed at different recording locations within AIp. The spectral components
within an LFP waveform can be divided into a low (<20 Hz) and a high (>20 Hz) frequency
range. A spectral analysis of the call-evoked LFPs revealed a significant bias for the presence
of gamma-band frequency components (Figs. 1a to 1d).

In most locations, single and/or few unit spiking activity was too sparse to provide visible
evidence of gamma band activity within the PSTH of the neuronal response. Poststimulus time
histogram (PSTH) of the summed activity of two simultaneously recorded single units
correlated with the gamma-band rhythm suggesting a phase locking to both positive and
negative peaks of gamma-band oscillations within the LFP (Fig. 1e, f). This represented the
best example for which spiking activity corresponding to gamma band oscillations is visibly
obvious in a PSTH. To further analyze a relationship between evoked gamma-band responses
and stimulus-locked spiking activity, we calculated correlations between poststimulus
histograms of single and/or few units and the corresponding gamma-band response recorded
from the same location, the latter being calculated as LFP filtered within 20–100 Hz. For each
PSTH and LFP, a correlation function was calculated and its maximal absolute value was taken
as a correlation index between PSTH and LFP. The correlation index was significantly positive
(0.15 ± 0.005; mean ± s.e.; p < 0.001) in 41 out of 114 units (36%) and significantly negative
(−0.17 ± 0.006; p < 0.001) in 73 units (64%). Positive or negative values of the correlation
index corresponded to spiking (preferential firing) at positive or negative peaks of a gamma-
band oscillation cycle, respectively.

In some cases, the observed gamma-band activity can be a component of a nonspecific
broadband evoked response (for discussion, see Galambos 1992). To test for the independence
of stimulus-locked gamma-band activity (>20 Hz) from the overall LFP response in our
experiments, we analyzed statistical power distributions of the spectral estimates of evoked
activity for each frequency 1, 2, 3,…, 100 Hz. We reasoned that if gamma-band activity is a
component independent from lower frequencies within LFP, the gamma-band power and the
low frequency power should change from trial to trial statistically independently from each
other. Their trial-to-trial independence can be checked mathematically by calculating empirical
power distributions over all trials for each frequency and compare those distributions pair-wise
statistically. If for any two frequencies (e.g., 10 Hz and 40 Hz) power distributions are
statistically different from each other, this would rule out the possibility that those two
frequencies come from the same (broadband) process because the presence of at least two
processes with different power distributions would be ascertained. This analysis performed for
each call independently, revealed significant differences between the spectral distributions of
the LFP at low and high frequencies (compare Fig. 2a to the control data in Fig. 2b, see also
Fig. 2c). This provided statistical evidence that the gamma-band activity is not part of a
broadband complex signal, but a neurophysiological response that is relatively independent
from the low frequencies (<20 Hz) within the LFP response. We therefore suggest that evoked
gamma-band activity may carry important information about the stimulus, which is obscured
within the overall waveform of the event-related LFP by the low frequency components that
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usually have amplitudes higher than that of oscillations within the gamma-band frequency
range (see Fig. 1a,b).

2.2. Relationship between gamma-band component of LFP and acoustic structure
Our previous analysis showed that a close correspondence exists between a multidimensional
scaled (MDS) representation of the waveforms of call-evoked LFPs and an MDS representation
of the acoustic structure of calls themselves (Medvedev and Kanwal, 2004). The MDS
representation of calls was based on a pair-wise correlation between the corresponding
waveforms of the call-evoked LFPs. The MDS configuration revealed that the pattern of LFPs
recorded in response to different call types contained sufficient systematic variation to
discriminate between call types. As a result, the two-dimensional MDS plot provided a
representation of the different call types such that there was a one-to-one correspondence
between a call type and its LFP obtained in the AIp area. Regression analysis of each call
parameter with the corresponding value of the x-coordinate in this LFP classification scheme
showed the highest correlation with the pitch of the call. The value on the y-coordinate showed
the highest correlation with the harmonic structure of different call types. In particular, the
position of a call-evoked LFP along this axis (y-coordinate on the MDS plane) was significantly
correlated with the ‘harmonic complexity’ of the corresponding call, which was quantified
through calculation of the ‘effective’ frequency (feff). The ‘effective’ frequency was calculated
as an ‘average’ frequency within the normalized power spectrum of that call, feff = Σ fn s(fn)/
Σ s(fn), where fn = f/fmax is normalized frequency and s(fn) is normalized spectrum (Medvedev
and Kanwal, 2004).

The central part within the square box in figure 3a is a plot of the MDS configuration of calls
published earlier (Medvedev and Kanwal, 2004). Instead of using the overall temporal structure
of LFPs, here we examine the contribution of gamma-band frequencies to this classification
scheme. Calls with a large number of harmonics within their spectra (‘harmonic stack’) and
calls with broadband spectra (FM calls and ‘noise-burst’ calls) had a higher feff due to
contribution of the high harmonics, i.e., a high-frequency spectral ‘tail’ and are placed in the
upper part of Fig. 3a. To visualize the variations in the gamma-band component in the
distribution of the LFPs in the MDS configuration, we placed the gamma-band waveforms
obtained from high-pass filtered and averaged LFP responses to each call type around the
perimeter of the MDS plot. We observed that the amplitude and spectrum of gamma-band
activity for different call types varied according to call type. We analyzed the dependence of
gamma-band components within the LFPs on both coordinates of the MDS scheme. The
relative power of gamma-band activity in the spectrum of a call-evoked LFP did not correlate
with the pitch/formant frequency (x-coordinate), but correlated significantly with the
‘effective’ frequency (Fig. 3b). To classify calls according to differences in the spectrum of
gamma-band activity, we grouped LFPs categorically according to their position on the vertical
axis (second factor of the MDS scheme or y-coordinate in the MDS plot). Grouping of LFPs
into three distinct groups along the vertical axis proved to be the most meaningful. We averaged
gamma-band waveforms of call spectra within each group to arrive at an average representation
of the gamma-band spectrum for each group. This classification scheme captured three distinct
patterns of gamma-band activity within LFPs. Group-averaged LFPs and their power spectra
are shown in Fig. 3c and 3d, respectively. Spectra of calls in the first and the second groups
had distinct peaks at gamma-band frequencies either at 40 or both at 40 and 100 Hz, whereas
the third group lacked significant levels of gamma-band activity (Fig. 3d). We therefore
propose that gamma-band activity components within call-evoked LFPs can be used to
segregate call types into the following three groups: 1) ‘harmonically rich’ calls with a high
number of harmonics (calls 1, 12, 6, 10, 11 in the top row of Fig. 3a); 2) calls with a low number
of harmonics but relatively broad spectral peaks (‘intermediate’ group of calls 8, 9 with strong

Medvedev and Kanwal Page 4

Brain Res. Author manuscript; available in PMC 2009 October 5.

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript

N
IH

-PA Author M
anuscript



FM and ‘noise-burst’ call 14) and, finally, 3) ‘harmonically simple’ calls with a low number
of harmonics and weak FM (calls 5, 13, 7, 3 in the lower part of Fig. 3a).

2.3. Effect of call reversal on gamma-band activity
To test for the contribution of acoustic features within a call to the power of gamma-band
activity, we examined whether call reversal modifies the pattern of call-evoked gamma-band
activity within LFPs. We discovered that the overall temporal pattern of the LFP changed
insignificantly with call reversal. Examples of averaged responses to two different call types
are shown in figure 4a. In contrast, the gamma-band component within the same LFPs was
attenuated by varying degrees when the animal was presented with reversed versions of the
same call types (Fig. 4b). Figure 4c shows this result as a scatter plot of the power of gamma-
band activity for forward (natural) versus reversed calls for all recorded locations tested for
the majority of call types. Each data point is color-coded to match the three categories of
gamma-band waveforms classified based on the MDS scheme (see fig. 3). Gamma-band
activity in each category showed a similar scatter with points both above and below the
diagonal. If gamma-band activity were the same for both straight and reversed calls, the
corresponding points in the scatter plot would be placed on or close to the diagonal. The overall
distribution of points in all three categories, however, showed a bias towards being above the
diagonal suggesting that for many call types, gamma-band activity declined with call reversal.
This means that call reversal leads to a redistribution of spectral power within the LFP
significantly decreasing power at gamma frequencies (paired t-test, p < 0.001).

It is quite obvious that for a call reversal to have any physiological effect, that call should be
asymmetric in time, i.e., change acoustically with reversal, because when the reversed copy of
a call is acoustically similar to the original call, it is unlikely to produce any difference in the
evoked response. This reasoning helps us explain why the gamma response changes with
reversal of some calls and does not change with reversal of other calls. We should expect that
those calls reversal of which evokes a change in gamma response should be more asymmetric
in time. To test this effect statistically, we needed to have a quantitative measure of call
symmetry in time as well as a quantitative measure of the change in gamma power with call
reversal. The effect of call reversal can be characterized by the temporal symmetry in either
its amplitude modulation (AM) and/or its frequency modulation (FM). AM of a call is usually
characterized by its amplitude envelope while FM is characterized by a spectrogram. With call
reversal, both the amplitude envelope and the spectrogram are also reversed. Then the similarity
between the original envelope (or spectrogram) and its reversed copy can be measured by their
correlation coefficient. Because correlation coefficient depends on mutual alignment of two
signals and varies when one signal is shifted in respect to another, the perfect alignment should
be sought which would give a highest correlation between two signals. To get highest
correlation, the correlation function should be calculated, which gives correlation coefficients
between two signals for all possible time shifts between them. The peak value of the correlation
function will then provide the highest correlation coefficient between two signals. We therefore
quantified the AM symmetry in time for each call type by calculating the maximum peak of a
correlation function for the envelopes of a natural call and its reversed version. Similarly, we
quantified the FM symmetry in time, by extracting the time waveform of the formant frequency
modulation from the call spectrogram and measuring the maximum peak of the correlation
function between the natural FM waveform and its reversed copy. Maximal correlations
between 1) the original envelope and its reversed copy and 2) the original FM waveform and
its reversed copy were taken as indexes of the AM and FM symmetry of a call, respectively.

To quantitatively assess the attenuation of gamma-band activity due to call reversal, we
calculated a ratio of the response spectrum to a reversed call divided by the response spectrum
to a natural call. This ratio was integrated over the gamma-band 20–100 Hz resulting in a
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“reversed-to-natural-call gamma-band” (RNCG) ratio. A lower RNCG ratio indicated a greater
attenuation of the mean response to a particular call type with reversal. The values of RNCG
ratios were plotted against the ‘AM symmetry’ and the ‘FM symmetry’ indexes of the
corresponding call. The AM symmetry index had no significant effect on the level of gamma-
band activity (regression line slope = 0.16 ± 0.53 (mean ± s.d.) and insignificantly different
from 0 at p = 0.76, n = 14; Fig. 5a). For calls with a lower ‘FM symmetry’ index, gamma-band
activity was significantly (by 10% to 40%) attenuated with call reversal showing significant
correlation with the FM symmetry index (Fig. 5b). Calls with increasing FM symmetry, e.g.,
call types 3, 8, 9, 10 and 12, showed a lower attenuation (higher RNCG ratio) compared to
those with a lower FM symmetry, e.g., call types 6 and 7. The RNCG ratio significantly
correlates with the FM symmetry index (regression line slope = 0.67 ± 0.16 (mean ± s.d.) and
significantly >0 at p = 0.0017, Pearson’s correlation coefficient r = 0.8; n = 12). Thus, the
gamma-band response, but not the classical evoked potential (LFP), showed sensitivity to the
natural spectro-temporal structure of communication calls. This provides neurophysiological
evidence that the stimulus-locked gamma-band activity is an independent process within
broadband evoked activity. Furthermore, call reversal has systematic effects on gamma-band
activity depending on the level of FM symmetry present within a particular call type. Call types
that are classified as constant frequency or CF calls (#s 1, 2 and 3) are spectrally more
symmetrical than those containing steep FM components. Clearly, FM symmetry is not the
only criterion determining the level of attenuation of gamma-band activity with call reversal.
For some calls with high FM symmetry, the RNCG ratio showed a significantly greater variance
compared to calls with low FM symmetry (strong FM modulation) (Fig. 5c). This suggests that
other factors, such as AM modulation and rise-time of sound onset may influence the neural
responses to some call types, e.g., #s 3 and 8, that show high levels of FM symmetry, so that
the value of the RNCG ratio is highly variable across recording locations (Fig. 5c). Highly
asymmetrical calls types, e.g,, #s 6 and 7, gave a more consistent result (a smaller standard
deviation of the RNCG ratio) over all locations tested. The noisy calls, 13 and 14, were excluded
from this analysis since they lack clear FM components.

3. Discussion
Gamma-band oscillations were previously observed within olfactory and visual systems
(Desmedt and Tomberg, 1994; Eckhorn et al., 1988; Engel et al., 1992; Fiser et al., 2004;
Gevins et al., 1994; Gray and Singer, 1989; Ikegaya et al., 2004; Lam et al., 2003; Martin et
al., 2004; Nikonov et al., 2002; Pulvermuller, 1996; Ribary et al., 1991; Sannita et al., 2001;
Tiesinga and Sejnowski, 2004). In a few cases, gamma-band oscillations have also been
observed in relation to motor behaviors (Donoghue et al., 1998; Maynard et al., 1999). Keyser
and Konig (Kayser and Konig, 2004) reported stimulus locking to 23–39 Hz and 109 Hz
frequency bands in addition to lower frequencies within LFPs in V1. Evoked gamma-band
activity was first described in the auditory modality as a transient phase-locked response within
60–100 ms poststimulus (Galambos, 1992; Pantev et al., 1991). Recently, gamma band
oscillations (~35 Hz) together with those in the theta (~7 Hz) and low delta (~1.3 Hz) range
have also been implicated in cross-modal interactions, particularly between the somatosensory
and auditory systems (Lakatos et al., 2007). Regardless, the role of fast oscillations in
perceptual grouping remains controversial (Tovee and Rolls, 1992), and only a few studies
have addressed its functional role (Crone et al., 2001; Karakas and Basar, 1998; Knief et al.,
2000).

The data presented in this study provide evidence for a role of gamma-band activity within
local field potentials for the perception of communication calls. Preliminary data suggest that
this is also reflected to some extent in the single to few-unit spiking activity, although this is
less robust due to the sparseness of spiking in auditory cortical neurons. Single unit data on
peak firing rates obtained in the cortex of marmosets (Liang et al., 2002) substantiates our
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difficulty of finding single unit activity that showed firing rates in the range of gamma band
activity, although, there is significant phase-locking to frequencies in the gamma band range.
The high frequency (>20 Hz) oscillatory activity appears to reflect the level of harmonic
complexity within a call and may be triggered by the convergence of multiple and harmonically
related frequency inputs to a neuron. This is consistent with the harmonic tuning of the majority
of AIp neurons in the mustached bat’s auditory cortex. Below we discuss our results in support
of inter-related roles of gamma band activity in population coding, perceptual grouping and in
call recognition.

3.1. Population coding and gamma-band activity
Representation of information in the brain involves the activities of either sparse or large
numbers of neurons. Therefore the concept of population coding is central to an understanding
of information processing and representation of calls in the auditory cortex. Population coding
assumes that highly specialized neurons are neither necessary nor sufficient to encode complex
stimuli, such as calls. In this context, oscillation of neural activity in the gamma band can play
an important role in coordinating the simultaneous activation of local populations of neurons.

Our peak firing rate data in the AIp area show that neurons here are not highly specialized and
respond to multiple call stimuli. That is, they do not exhibit combination-sensitivity as in other
areas of the auditory cortex. However, they do exhibit different temporal patterns in the
averaged single unit activity as well as in LFP recordings (Medvedev and Kanwal, 2004).
Studies of the mammalian central auditory system, especially in echolocating bats, have
revealed that temporal codes are intricately related to and implemented as population codes
(Covey, 2000). Our call response data in the AIp area are consistent with this hypothesis.
Although the evidence for and against a time structure in neural activity in the mammalian
cortex is mixed, the existing data nevertheless suggest that the cerebral cortex is capable of
preserving fine timing information (Cariani, 1999). This may be done via a firing rate code of
combination-sensitive neurons that are phase-locked to a stimulus (O’Neill and Suga, 1982;
Suga et al., 1979) or in the firing pattern of neuronal ensembles that is the outcome of synaptic
inputs and spiking activity of a small population of neurons (Victor and Conte, 2000).

A population code may consist of a common, stimulus-driven statistical structure of the
population activity. Alternatively, it may use temporal relationships between members of a
neural population to represent information. Gamma-band oscillations may emerge from the
latter mechanism of encoding information within a population. A temporal population code
may include interdependence (synchrony, correlation or coherence) of the activity of individual
neurons in a population. This is labeled as ‘coordinated-coding’ (deCharms and Zador, 2000)
or ‘ensemble-coding’ (Cariani, 1999). Changes in coordinated firing in the absence of changes
in firing rate have been found in the primary auditory, frontal and motor cortices (Abeles et
al., 1993; deCharms and Merzenich, 1996; Hatsopoulos et al., 1998; Prut et al., 1998). In a
recent review of the literature on gamma-band oscillations and their neuronal mechanisms, it
has been suggested that pyramidal neurons that are strongly activated, fire with high discharge
rates early in the gamma cycle. This provides a computational mechanism for the
implementation of a temporal coding scheme that enables fast processing and flexible routing
of activity (Fries et al., 2007). This mechanism relies on the conversion of amplitude to phase
and is based more on coincident detection than on rate integration. Our finding of a significant
level of correlation between single unit activity and gamma-band oscillations within the LFP
is consistent with this suggestion. Neurons are more likely to discharge at times close to the
peaks of oscillations and the relative timing of the neuronal discharge within the oscillatory
cycle may facilitate in the transmission of a temporally coded “information wave”. Both, the
timing and contents of this packet of information may have important consequences for
perception.
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An important question to consider with respect to the role of oscillatory activity in neural coding
has to do with what the specific stimulus parameters that are being encoded. Clearly, amplitude
and frequency modulations are two important parameters that others have examined using
synthetic stimuli where these parameters can be quantified and systematically manipulated. In
their study on awake marmosets, Liang et al. (2002) found that 60% of the recorded units
showed statistically significant discharge synchrony to sinusoidal amplitude and frequency
modulated (sAM and sFM, respectively) stimuli and the population averaged mean firing rate
peaked at 16 to 32 Hz.

An analysis of the spectral content of bat vocalizations suggests that frequency modulations
within narrow bands of frequencies in the majority of call types are not necessarily correlated
with the AM of the narrow band or the overall AM of the call (Kanwal et al., 1994; Medvedev
and Kanwal 2004). This is not surprising given the fact that for frequencies in the ultrasonic
range, the recorded AM of a call can be influenced by the head aim of the emitter and the
relative location of the microphone. It should also be noted that some calls are shorter than the
duration of even one gamma cycle and therefore cannot have amplitude or frequency
modulations at gamma-band frequencies. For example, call #1 with duration of less than 10
ms, which evoked a strong gamma-band activity in the LFP. Furthermore, calls consisting of
constant and quasi-constant frequencies also trigger neural activity in the gamma band so that
gamma oscillations in the neural activity cannot be solely attributed to the sAM or sFM in a
stimulus. Therefore, one of the conclusions from this study is that high frequency oscillations
(20–100 Hz) within the LFP are not a simple reflection of modulations within sounds (a
resonance-like phenomenon) but rather a population-level mechanism which, being sensitive
to the spectro-temporal structure of calls, may be involved in coding of complex acoustic
parameters of sounds and call recognition.

3.2. Role of gamma-band activity in perceptual grouping
Oscillatory activity may play a key role in perceptual grouping i.e., temporal binding of feature
elements (Malsburg, 1981; Malsburg, 1986; Milner, 1974). According to this hypothesis,
oscillations contribute to temporal binding of the independent variables within a complex
stimulus. Highly correlated and phase-locked activity in several locations underlies the gestalt
of a cohesive and coherent object (Crick, 1984; Malsburg, 1986). The dynamics of correlative
activity has been shown to pose some temporal limitations which make oscillations in the
gamma-band range 20–100 Hz within a small population of neurons a most suitable “carrier”
to reliably and rapidly express correlated neural activty (König and Schillen, 1991).

Our results provide a critical link between auditory processing for communication in animals
and humans and also suggest that gamma-band activity signifies a common multineuron
mechanism for processing and/or perception of stimuli in all sensory modalities.

For the auditory system, there is some evidence that an evoked gamma-band response depends
on the complexity of the auditory task (Karakas and Basar, 1998). Using a ‘virtual pitch’
paradigm, i.e., a complex auditory stimulus with a missing fundamental, Knief and colleagues
demonstrated functional differences of evoked gamma-band activity due to the perception of
coherent versus non-coherent auditory stimuli in humans (Knief et al., 2000). Comparing MEG
responses to speech versus non-speech sounds, Palva et al. have suggested that evoked gamma-
band activity may be sensitive to high-level stimulus properties and may reflect the natural
representation of speech sounds (Palva et al., 2002). The presence of gamma-band activity in
response to species-specific communication sounds in a nonprimate mammalian species
suggests that this mechanism may be parsimonious, especially in species that employ a rich
variety of call types for auditory communication.
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3.3. Role of gamma-band activity in call recognition
In the auditory modality, some controversy exists regarding the independence of evoked
gamma-band activity from the broadband ‘classical’ evoked potential (Galambos, 1992;
Medvedev and Kanwal, 2004; Pantev et al., 1991). Narrow-band filtering can artificially create
oscillatory components within neural activity (Bertrand and Tallon-Baudry, 2000). If evoked
activity represents a unitary process with a broadband spectrum, all its spectral components
should have the same power distribution determined by the statistical properties of the
underlying process. If, however, evoked activity is not uniform, it may incorporate a number
of individual processes or components with different statistical and spectral properties. The
power distributions of those components are likely to be different.

In our experimental data, we observed that evoked gamma-band activity in the 20–100 Hz
range is statistically independent from the major low frequency components (<20 Hz) in the
evoked LFP. This conclusion is based on two results. First, power distributions at gamma-band
frequencies differ significantly from power distributions at low frequencies in the LFPs.
Second, gamma-band oscillation, but not the gross evoked potential, shows a significant
correlation with the spectrotemporal structure of calls (Fig. 4). Calls with a complex harmonic
structure, i.e., calls with a strong FM and calls with a high number of harmonics, evoke a
stronger gamma-band activity compared to calls with a simpler spectral structure. A possible
interpretation of this finding is that a complex harmonic structure requires integration over a
larger set of “feature elements” encoding specific spectral parameters of sounds. An enhanced
evoked gamma-band oscillation may thus indicate synchrony of neuronal elements within
larger cortical networks where the integrative processes related to sound representation and
recognition take place. Also, the evoked gamma-band activity is attenuated with time reversal
of calls, which have a strong temporal asymmetry in their spectral components, such as calls
that contain a strong upward or downward FM. The strength of the evoked gamma-band activity
may be correlated to call familiarity and may therefore act as a “recognition” mechanism.
Accordingly, calls corrupted by time reversal evoke a significantly weaker gamma-band
response because they are not ‘recognized’.

Hopfield and Brody have proposed that a ‘call recognition event’ occurs when transient
synchronization of neuronal firing patterns is achieved through the temporal convergence of
synaptic currents within a subset of neurons that are activated by the call (Hopfield and Brody,
2000; Hopfield and Brody, 2001). This transient synchrony of neuronal firing is accompanied
by the appearance of gamma-band oscillations within the activity of a population of neurons.
According to this model, the population transient synchrony is extremely sensitive to the
specific temporal structure of a sound and is achieved through facilitation of synaptic
connections within the neural population when the sound is learnt and becomes familiar. Time
reversal of a familiar sound changes its temporal structure and, as a result, transient population
synchrony is not achieved, the gamma-band response is absent and the sound is not recognized.
Our results on the sensitivity of the gamma-band response to time reversal of calls are consistent
with the predictions of this model and provide the first experimental data confirming that
stimulus-locked gamma-band activity may be either a signature or an outcome of a “call
recognition event” within a neural network. Furthermore, our data show that in the mustached
bat, reversals of FM are more important that that of AM. For some call types, the large variation
in the change in gamma-band activity for forward versus reversed call types suggests that
gamma-band activity is likely influenced by additional parameters, such as AM modulations
and rise time of sound onset and their interaction with sound duration (Kaiser et al., 2007) as
well as recording location. In humans, learning of temporally modulated tone trains increases
the power of high (62–98 Hz) gamma band activity in the inferior frontal cortex and is a
potential neural substrate for top-down modulation of learning-induced plasticity in the
auditory cortex (van Wassenhove and Nagarajan, 2007). Multisite, single and multiunit
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recordings in-vivo together with in-vitro studies of synaptic physiology can further substantiate
the neural mechanisms underlying gamma band oscillations in the neocortex (Cunningham et
al., 2004).

4. Experimental Procedures
The surgery, acoustic stimulation methods and recording of electrophysiological activity for
these experiments are similar to those described previously (Kanwal et al., 1999) and are only
briefly described here.

4.1. Surgery and Recording of Neural Activity
During electrophysiological recordings from mustached bats, Pteronotus parnellii, the head
of the bat was restrained by clamping the metal post glued to the surface of the skull and the
bat’s body was suspended in a Styrofoam mold by elastic bands in a heated (31 C), sound
proofed and echo-attenuated chamber (IAC 400A) monitored with a video camera. The
electrophysiological activity was recorded with vinyl-coated tungsten microelectrodes with tip
diameters of ~10 μm and impedance of ~1 MΩ inserted into the cortex perpendicular to the
skull to a depth of 300–600 μm through a small (50 μm) hole. The amplified signal was band-
pass filtered between 600 Hz and 4 kHz for recording of neuronal action potentials and LFPs
were recorded from the same electrode with a low band-pass filter (1–300 Hz) and sampling
frequency of 1024 Hz. All surgeries and animal experiments were performed with approval of
the Georgetown University Animal Care and Use Committee.

4.2. Acoustic stimuli
CF tone bursts were used to identify the best frequency (BF) and “call-scans” were performed
to identify the best call (BC) at each recording site. The best frequency and the best call were
defined as stimuli evoking the largest response of the single unit (the largest peak in the PSTH).
Tones were presented from two condenser loudspeakers mounted on a vertical hoop and
positioned 95 cm directly in front of the bat. The two loudspeakers were positioned adjacent
to each other in the same azimuth in front of the bat to avoid binaural effects. The stimulus
generation and delivery system consisted of three channels, two analog and one digital. The
three sounds could be independently controlled in frequency, amplitude and duration and could
be delivered simultaneously or successively. These sounds could be triggered either manually
or via a computer. The condenser loudspeakers were calibrated by placing a B & K microphone
at the position of the ear and were reasonably flat between 20 and 100 kHz with a significant
roll off at 120 kHz. The maximum amplitude level that could be delivered for speaker A was
98 dB SPL (re 20 μPa, RMS) at 90 kHz and that for speaker B was 95 dB SPL at 85 kHz.

Sound stimuli used in this study were 30 ms long CF tones with a 1 ms rise and fall time and
simple syllabic calls of the same species that were digitized at a 250 kHz sample rate and/or
synthesized using the SIGNAL software (Engineering Design Inc.). The values of BFs and the
approximate harmonic relationship between the BFs were used to distinguish AIp neurons from
DSCF neurons which are tuned to a pair of non-harmonic frequencies (Kanwal et al., 1999).

To deliver the natural calls and their variants (ranging in duration from 4 ms to 89 ms) at a rate
of 1/s, another computer (Pentium PC) with an A/D-D/A board (DT 2821G) and a sound
generation program SIGNAL were used. The main set of fourteen call types consisted of calls
averaged over the population of bats (Kanwal et al., 1994). Calls were assigned numbers from
1 to 14 based on their acoustic classification via multidimensional scaling (Kanwal et al.,
1994). A pseudorandom sequence of presentation of call types did not change either the relative
or absolute response magnitude of calls when presented at a rate of 1 per second. During the
first phase of the call scans, a 15-second epoch of neural activity (no stimulus control plus
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fourteen different types of simple syllabic calls presented at a rate of one call per second) was
recorded. After every ten consecutive presentations at the same level of loudness, the sound
intensity of each call was automatically decreased by 25 dB. Thus, three levels of intensity (95,
70 and 45 dB on average) were tested initially over a total of 30 trials. This three-step intensity
screening was done using all seven sets of calls (the ‘standard’ call and its six variants with
spectra shifted by ±1, ±2 and ±3 standard deviations of a call’s fundamental frequency). The
data from this initial screening were analyzed on-line to reveal the best call-variant for each
call type. At the second stage of the screening process, a newly configured set of the best
variants for each of the fourteen call types was presented at six different intensity levels (from
~100 to ~50 dB SPL with attenuation steps of 10 dB). As a result of the two-step screening
procedure, call preference was determined for every recording site in exactly the same manner.
Frequency variants of these “standard” calls were synthesized on the computer by shifting the
spectrum of the mean waveform up and down by 1 to 3 standard deviations of the call main
frequency as measured across the bat population (Kanwal et al., 1994). In most cases, mean
waveforms represent an average of several hundred examples of each call type obtained from
either a colony or a small group of bats.

4.3. Data Analysis
The best call was determined on the basis of peak firing rates for single and/or few-unit activity
at each recording locus. The best variants of each call type were then presented at five different
intensity levels (90 to 50 dB SPL) to identity the best call types among the best variants and
its best amplitude for excitation. These 2 or 3 calls were then presented 200 times to obtain an
averaged, representative LFP for each call type. The response of 3 to 5 best or “preferred” call
variants was recorded for 50 to 100 presentations at their optimal level of sound intensity.
Background activity was also recorded for 1 second before each repetition of the auditory
stimulus set. Each call was also presented to the animal in the reverse order and the
corresponding LFPs as well as single- or few unit responses were recorded. In total, 138 cortical
sites in the left hemisphere of 6 bats were studied.

Peri-stimulus time histograms (PSTH’s) and LFPs were calculated for 200 presentations of
acoustic stimuli at the rate of 1/s and with a 5 ms pre-stimulus time and bin width of 1 ms. LFP
power spectra were calculated using Welch’s periodogram method based on fast Fourier
transformation (FFT) with Hanning window. Evoked gamma-band oscillations were extracted
by filtering the LFP between 20–100 Hz. To obtain the empirical power distributions of evoked
activity, we first calculated a sample power spectrum of electrical activity for each of 200 single
trials. Power values were then normalized to have a zero mean value and a standard deviation
equal to one over all single trials. Thus, 200 sample z-transformed values of spectral power
were obtained and used to calculate an empirical distribution of those values at each frequency
1, 2, 3,…, 100 Hz. Those normalized distributions were then compared pair-wise for every two
frequencies using Smirnov’s criterion to test the null-hypothesis that those distributions are
not significantly different at a significance level of p=0.01.

To analyze acoustic parameters of calls, we calculated the ‘effective’ frequency which reflects
harmonic structure of a call (Medvedev and Kanwal, 2004) as well as two parameters
characterizing spectrotemporal structure of a call, namely, FM and AM symmetry indexes. To
calculate the AM symmetry index, we first extracted an amplitude envelope for each call and
its reversed version. We then calculated correlation function for the envelopes of a natural call
and its reversed version. Correlation function is a function of time and reflects a similarity of
two signals at different temporal shifts between them. Its absolute value may take values
between 1 (when signals are identical) and 0 (when signals are not related to each other). The
maximum peak of correlation function between the envelopes of a natural call and its reversed
version was taken as an AM symmetry index. Similarly, for the FM symmetry index, we first
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calculated the formant frequency of a call at every time point from the call time-frequency
spectrogram, which gave us the time course, or ‘waveform’, of changes in formant frequency
in time. The maximum peak of correlation function between the ‘formant frequency waveform’
of a natural call and its reversed version was taken as an FM symmetry index.
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Fig. 1.
Communication calls, call-evoked local field potentials (LFP) and their power spectra. Bat
communication signals consist of simple ‘syllables’, or monosyllabic calls (Kanwal et al.,
1994). Two examples in (a) and (b) show calls # 7 (descending Rippled FM or dRFM) and #
1 (short quasi CF or qCFs), respectively, with call amplitude envelopes (1) and spectrograms
(2) as well as the corresponding LFPs (3) and the ‘gamma-band responses’ obtained by band-
pass filtering the LFP from 20–100 Hz (4). (c, d) Power spectra of the LFPs shown in (a) and
(b), respectively. Note prominent spectral peaks at frequencies above 20 Hz. (e, f) Gamma-
band responses shown in (a) and (b) are reproduced at a higher temporal resolution along with
the corresponding PSTHs summed from two simultaneously recorded single units. Note that
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peaks of neuronal activity coincide with either positive (marked by black vertical lines) or
negative (marked by blue vertical lines) peaks of gamma-band oscillations.
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Fig. 2.
Empirical power distributions of the LFP spectra over 200 repetitions of the same call. The
descending Rippled FM (dRFM) call shown in figure 1a is always emitted as a pair of syllables.
The difference (thin line) between the empirical probability functions describing power
distributions at frequencies 3 Hz (bold line) and 40 Hz (dotted line) is significant for the LFP
(p<0.001)(a) and insignificant for the control data (p>0.05)(b) obtained by band-pass filtering
1–100 Hz of the Gaussian white noise (Smirnov’s criterion). (c) Color matrix for maximal
differences between the power distributions of the LFP spectrum for all pair-wise comparisons
between frequencies 1, 2,…, 100 Hz for call 7 (upper left part of the matrix) and call 1 (lower
right part of the matrix). These differences are significant (red color, p<0.001; green color,
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p<0.05) for high frequencies (>20 Hz) versus low frequencies (<20 Hz). Note that there are
also significant differences between power distributions within the range of beta-gamma-band
frequencies. This may indicate that there are several sources and/or types of gamma-band
oscillations at different frequencies, which are relatively independent of each other. For
example, for call 7, gamma-band rhythms at 53 Hz, 72 Hz and 87 Hz may be independent from
rhythms at 25 Hz, as indicated by regions of yellow and green colors.
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Fig. 3.
Effect of harmonic structure of calls on the evoked gamma-band response. (a) Gamma-band
responses are placed along the perimeter of the two-dimensional scaling plot segregating calls
according to their ‘harmonic complexity’ quantified by the ‘effective’ frequency of a call
(Medvedev and Kanwal, 2004). Gamma-band responses to calls with a high number of
harmonics (i.e., the ‘effective’ frequency is high) are shown in red, gamma-band responses to
calls with a low number of harmonics but broadband spectra due to a strong FM (intermediate
values of the ‘effective’ frequency) are shown in green and gamma-band responses to calls
with a low number of harmonics and weak FM (the ‘effective’ frequency is low) are shown in
blue. (b) The amount of gamma-band activity in the LFP power spectra normalized to their
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average power over 1–100 Hz (‘relative’ spectra) significantly correlated with the ‘effective’
frequency of a call (regression line slope >0 at p=0.02). (c) Group-averaged LFPs. (d) Power
spectra of the group-averaged LFPs. Note the prominent spectral peaks at gamma-band
frequencies in the LFP spectra for groups 1 (red) and 2 (green).
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Fig 4.
LFPs (a) and evoked gamma-band activity within 20–100 Hz filtered from the LFP (b) during
presentation of two natural calls (top traces) and the same calls reversed in time (bottom traces).
Note that call reversal does not affect the waveform and the temporal profile of the slow
components of the LFP (a) while the gamma-band response to reversed calls is attenuated (b).
Scatter plot in (c) shows the effect of call reversal on gamma-band activity for each call type
and for every recording site. For each call presented in the forward and the reverse direction,
the corresponding LFP spectra are calculated and normalized to their average power to
compensate gross amplitude changes. Gamma-band power is calculated by integrating the LFP
spectra over the range 20–100 Hz. Power values for the straight calls 1–14 are plotted against
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the corresponding values for the reversed calls. Note that the distribution of points within the
scatter plot is not symmetrical and has a wider scattering, especially for group 3 (blue dots)
above the bisector line; if call reversal did not change the spectral content of a LFP, the scatter
plot would be symmetrical around the bisector line. Filled circles are colored according to their
placement in the three groups along the y-axis of the MDS plot as shown in figure 3.
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Fig. 5.
Gamma-band response to reversed calls: effect of (a) AM symmetry, and (b) FM symmetry
of each call type. Reversed-to-Natural-Call Gamma-band (RNCG) ratio in (a) and (b) is
calculated as a ratio of the averaged gamma-band response to the reversed call divided by the
averaged gamma-band response to the natural call. This ratio versus the AM (a) and FM (b)
symmetry indexes of all call types are plotted. For the AM symmetry, regression line slope =
0.16 ± 0.53 (mean ± s.d.) and is insignificantly different from 0 (p = 0.76, n = 14). Contrary
to that, the RNCG ratio significantly correlates with the FM symmetry index (regression line
slope = 0.67 ± 0.16 and significantly >0 at p = 0.0017, n = 12). c) Standard deviation (s.d.) of
gamma-band power within LFP to a reversed call is plotted against the corresponding FM
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symmetry index for each call type. Note a greater variability of gamma-band response for
reversed calls with high FM symmetry within 0.6–1 range. The regression line (slope = 0.13
± 0.12, mean ± s.d.) is insignificantly different from zero (p = 0.3; Pearson’s correlation
coefficient, r = 0.34; n = 12). Calls are assigned numbers from 1 to 14 based on their acoustic
classification (Kanwal et al., 1994). FM symmetry was not calculated for call types 13 and 14
that are patterns of noise bursts.
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