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The performances of 10 different normalization methods
on data of endogenous brain peptides produced with la-
bel-free nano-LC-MS were evaluated. Data sets originat-
ing from three different species (mouse, rat, and Japa-
nese quail), each consisting of 35–45 individual LC-MS
analyses, were used in the study. Each sample set con-
tained both technical and biological replicates, and the
LC-MS analyses were performed in a randomized block
fashion. Peptides in all three data sets were found to
display LC-MS analysis order-dependent bias. Global nor-
malization methods will only to some extent correct this
type of bias. Only the novel normalization procedure Re-
grRun (linear regression followed by analysis order nor-
malization) corrected for this type of bias. The RegrRun
procedure performed the best of the normalization meth-
ods tested and decreased the median S.D. by 43% on
average compared with raw data. This method also pro-
duced the smallest fraction of peptides with interblock
differences while producing the largest fraction of differ-
entially expressed peaks between treatment groups in all
three data sets. Linear regression normalization (Regr)
performed second best and decreased median S.D. by
38% on average compared with raw data. All other exam-
ined methods reduced median S.D. by 20–30% on aver-
age compared with raw data. Molecular & Cellular Pro-
teomics 8:2285–2295, 2009.

Peptidomics is defined as the analysis of the peptide con-
tent within an organism, tissue, or cell (1–3). The proteome
and peptidome have common features, but there are also
prominent differences. Proteomics generally identifies pro-
teins by using the information of biologically inactive peptides
derived from tryptic digestion, whereas peptidomics tries to
identify endogenous peptides using single peptide sequence
information only (4). Endogenous neuropeptides are peptides

used for intracellular signaling that can act as neurotransmit-
ters or neuromodulators in the nervous system. These
polypeptides of 3–100 amino acids can be abundantly pro-
duced in large neural populations or in trace levels from single
neurons (5) and are often generated through the cleavage of
precursor proteins. However, unwanted peptides can also be
created through post-mortem induced proteolysis (6). The
later aspect complicates the technical analysis of neuropep-
tides as post-mortem conditions increase the number of deg-
radation peptides. The possibility to detect, identify, and
quantify lowly expressed neuropeptides using label-free
LC-MS techniques has improved with the development of
new sample preparation techniques including rapid heating of
the tissue, which prevents protein degradation and inhibition
of post-mortem proteolytic activity (7, 8).

It has been suggested by us (4, 5) and others (9) that
comparing the peptidome between samples of e.g. diseased
and normal tissue may lead to the discovery of biologically
relevant peptides of certain pathological or pharmacological
events. However, differences in relative peptide abundance
measurements may not only originate from biological differ-
ences but also from systematic bias and noise. To reduce the
effects of experimentally induced variability it is common to
normalize the raw data. This is a concept well known in the
area of genomics studies using gene expression microarrays
(10–12). As a consequence, many methods developed for
microarray data have also been adapted for normalizing pep-
tide data produced with LC-MS techniques (10–16). Normally
the underlying assumption for applying these techniques is
that the total or mean/median peak abundances should be
equal across different experiments, in this case between
LC-MS analyses. Global normalization methods refer to cases
where all peak abundances are used to determine a single
normalization factor between experiments (13, 15, 16), a sub-
set of peaks assumed to be similarly abundant between ex-
periments (16) is used, or spiked-in peptides are used as
internal standards. In a study by Callister et al. (14), normal-
ization methods for tryptic LC-FTICR-MS peptide data were
compared. The authors concluded that global or iterative
linear regression works best in most cases but also recom-
mended that the best procedure should be selected for each
data set individually. Methods used for normalizing LC-MS

From ‡Medical Mass Spectrometry, �Division of Toxicology, and
‡‡Division of Biological Research on Drug Dependence, Department
of Pharmaceutical Biosciences, Uppsala University, The Biomedical
Center, Husargatan 3, Box 583, SE-75123 Uppsala, Sweden and
§Department of Medical Sciences, Clinical Pharmacology, Uppsala
University Hospital, 751 85 Uppsala, Sweden

Received, November 10, 2008, and in revised form, May 20, 2009
Published, MCP Papers in Press, July 12, 2009, DOI 10.1074/

mcp.M800514-MCP200

Research

© 2009 by The American Society for Biochemistry and Molecular Biology, Inc. Molecular & Cellular Proteomics 8.10 2285
This paper is available on line at http://www.mcponline.org



data have been reviewed previously (14, 17, 18), but to our
knowledge only Callister et al. (14) have used small data sets
to systematically evaluate such methods. None of these stud-
ies have targeted data of endogenous peptides.

In this study, the effects of 10 different normalization meth-
ods were evaluated on data produced by a nano-LC system
coupled to an electrospray Q-TOF or linear trap quadrupole
(LTQ)1 mass spectrometer. Normalization methods that orig-
inally were developed for gene expression data were used,
and one novel method, linear regression followed by analysis
order normalization (RegrRun), is presented. The normaliza-
tion methods were evaluated using three data sets of endog-
enous brain peptides originating from three different species
(mouse, rat, and Japanese quail), each consisting of 35–45
individual LC-MS analyses. Each data set contained both
technical and biological replicates.

EXPERIMENTAL PROCEDURES

This study on normalization methods for label-free relative quanti-
fication of endogenous peptides from brain tissue was based on data
from three different data sets with different experimental end points.
The data set named “Mouse” originates from striatal tissue samples
of a Parkinsonian model of unilaterally lesioned mice (Mus musculus)
with and without L-3,4-dihydroxyphenylalanine treatment (19). The
data set named “Rat” originates from nucleus accumbens tissue
samples from rats of two different strains (Sprague-Dawley and
Wistar) with or without naloxone-precipitated withdrawal during mor-
phine tolerance (20). The data set named “Quail” originates from
embryonic diencephalon tissue samples of Japanese quail (Coturnix
japonica) from males and females at two different embryonic stages
with or without ethinylestradiol exposure.2 More detailed information
about the different data sets can be found in supplemental Data 1.

Tissue Extraction and Sample Preparation

The animals were either euthanized by focused microwave irradi-
ation (Mouse), or the dissected frozen tissue samples were denatur-
ized by rapid heating at 95 °C using a heat transfer inactivation
instrument (Rat and Quail) (Stabilizor, Denator AB, Gothenburg, Swe-
den) to minimize post-mortem protein/peptide degradation (7). The
tissue samples were extracted as described previously (19, 20).2

Experimental Setup

All three data sets were analyzed in a randomized block design
fashion. In the Mouse experimental procedure a reference sample of
pooled material (all 25 samples) was analyzed first followed by four
samples, one from each treatment group selected by random. The
procedure was repeated until all individual samples had been ana-
lyzed. The biological samples in block 8–10 were technical replica-
tions of the samples in block 5–7 except for a single sample that failed
in block 10. In the Rat experimental procedure a reference sample
(pool of 10 samples) was analyzed first followed by four samples, one
from each treatment group selected by random. The procedure was
repeated until all individual samples had been analyzed. In the Quail
experimental procedure a sample from each treatment group was
selected by random, and a technical replicate of a single sample was
analyzed at the end of each block. The procedure was repeated until
all individual samples had been analyzed. In the Mouse and Rat data
sets each group of four to five samples (six in the last block in the Rat
data set) and in the Quail data set six to nine samples were consid-
ered a block in the statistical analysis. Some blocks were incomplete
because the number of available samples in each treatment group
was uneven (Table I and supplemental Fig. 1).

Peptide Profiling

The profiling analyses of the peptide samples were performed on a
nano-LC system (Ettan MDLC, GE Healthcare) coupled to either a
Q-TOF mass spectrometer (Waters; Mouse and Rat) or a linear ion
trap mass spectrometer (LTQ, Thermo Electron, San José, CA; Quail).
Data were collected during a 40-min gradient. More detailed informa-
tion about the nano-LC-MS conditions can be found in supplemental
Data 1.

Peptide Identification

Details about peptide identification for each data set can be
found in the studies addressing the biological questions of the data
sets (19, 20).2

Peak Matching and Filtering

The DeCyder MS2.0 software (22) was used for matching of peaks
(23). Peaks were detected using a signal-to-noise cutoff of 5 and
background subtracted quantification (smooth surface). For all data
sets the peak matching was manually checked to minimize the num-

1 The abbreviations used are: LTQ, linear trap quadrupole; A, av-
erage log intensity; BioRep, biological samples belonging to the treat-
ment group; DeCyder, global normalization available in the DeCyder
software; LinRegMA, linear regression normalization of MA-trans-
formed data; LoessMA, local regression normalization of MA-trans-
formed data; M, difference in log intensity; MedScale, median scale
normalization; PEV, pooled estimate of variance; Pool, technical rep-
licates; Quantile, quantile normalization; RefRun, reference run nor-
malization; Regr, linear regression normalization; RegrRun, linear re-
gression followed by analysis order normalization; Spike,
normalization based on internal standards; Vsn, variance stabilization
normalization.

2 B. Scholz, H. Alm, A. Mattsson, A. Nilsson, M. Savitski, M. Falth,
K. Kultima, K. Skold, B. Brunstrom, P. E. Andren, and L. Dencker,
manuscript in preparation.

TABLE I
Experimental setup

See also supplemental Fig. 1.

Data set
Biological

groups

Biological
samples in
each group

Technical replicate
(termed Pool)

Number of LC-MS
experiments of

the Pool

Total number
of LC-MS

experiments
Additional information

Mouse 4 6–7 Pool of all 25 samples 11 45 Some biological samples were
analyzed twice

Rat 4 6–7 Pool of 10 samples 8 35
Quail 8 4–5 A single sample 6 41

Relative Quantification of Endogenous Peptides

2286 Molecular & Cellular Proteomics 8.10

http://www.mcponline.org/cgi/content/full/M800514-MCP200/DC1
http://www.mcponline.org/cgi/content/full/M800514-MCP200/DC1
http://www.mcponline.org/cgi/content/full/M800514-MCP200/DC1
http://www.mcponline.org/cgi/content/full/M800514-MCP200/DC1
http://www.mcponline.org/cgi/content/full/M800514-MCP200/DC1


ber of missing values and mismatched peaks across analyses. Prior
to applying all normalization methods except “DeCyder” and “Spike”
(see below) the data were filtered so that only peaks that were
successfully matched across �50% analyses in each data set were
retained. For evaluation of normalization methods, peaks were in-
cluded based on different criteria for each data set (Table II).

Normalization Procedures

DeCyder MS Normalization (DeCyder and Spike)—The DeCyder
software provides two types of normalization methods, global nor-
malization (here named DeCyder) and normalization based on internal
standards (here named Spike). For global normalization the intensity
distributions of the peaks detected in each sample were used for
normalization (23). In the Mouse and Rat experiments, the extraction
buffer was spiked with deuterated Met-enkephalin (YGGFM where F
is Phe-d8), neurotensin (pyr(Q)LYENKPRRPYIL where L is Leu-d3),
and substance P (RPKPQQFFGLM-amide where F is Phe-d8) at a
concentration of 40 fmol/�l. These peptides were used for normalization
purposes. The shift of data for each analysis was calculated by fitting a
linear regression to the spiked-in peptides in each analysis and then
subtracting the average regression coefficient across all analyses from
each run. The normalized values produced with the DeCyder MS2.0
software were exported for both normalization procedures.

Local Regression Normalization of MA-transformed Data
(LoessMA)—This method assumes systematic bias to be nonlinearly
dependent on the magnitude of peak intensities. The approach is
based upon the idea of an M versus A plot where M is the difference
in log intensity values and A is the average log intensity values.
Lowess smoothing is used to estimate intensity-dependent differ-
ences in pairs of analyses, and these differences are then removed by
shifting the Lowess line to 0. Here the scatter plot of a pair of analyses
was constructed instead of a single two-color microarray, which was
used when the method was originally developed (12). The procedure
was iterated until intensity-dependent differences were removed from
all experimental analyses. This procedure, known as cyclic Lowess,
was first implemented for the use in Affymetrix gene expression
microarray data (10). It can be computationally very demanding for
large data sets. The method has been used previously for normalizing
peptide data (14) produced with LC-FTICR-MS. The fraction of peaks
used for fitting the nonlinear regression line at each point was set at
0.4 (the span), and the iteration process continued until the difference
between the mean of all abundance ratios from the previous iteration
and current iteration was �0.005. This was the same criteria as used
by Callister et al. (14).

Linear Regression Normalization of MA-transformed Data (Lin-
RegMA)—This method assumes systematic bias to be linearly de-
pendent on the magnitude of peak intensities and was also evaluated
by Callister et al. (14). Linear regression normalization is performed by
applying least squares regression to the M versus A plot, and nor-
malized values are calculated by subtracting predicted peak ratios
calculated from the regression equation. As for method LoessMA, the
procedure was iterated until intensity-dependent differences were
removed from all experimental analyses. The iteration process con-
tinued until the difference between the mean of all intensity ratios from
the previous iteration and current iteration was �0.005. For normal-
ization methods LoessMA and LinRegMA two iterations were suffi-
cient to reach the stopping criteria.

Median Scale Normalization (MedScale)—Median normalization
scales the log intensity values for one analysis using the global
median value. Median or mean normalization has often been used for
normalizing gene expression data across microarrays (12) and has
been applied to peptide data produced with LC-FTICR-MS (14).

Quantile Normalization (Quantile)—This non-parametric method
was first developed for the normalization between Affymetrix high

density gene expression arrays (10). The method is frequently used
with this type of data, and it has also been used for normalizing
peptide data (14, 24). The aim of the method is to make the distribu-
tion of intensities the same across all analyses.

Reference Run Normalization (RefRun)—This method is a type of
global intensity normalization where one analysis is chosen as a
reference, and then all other runs are normalized to the chosen one.
A single normalization constant for each analysis is obtained from the
median of the ratios of intensities for all matched peaks between the
analyses in question and the reference analysis (13, 15, 16). Herein
the analysis in each data set with the most peaks matched after
filtering was chosen as reference.

Variance Stabilization Normalization (Vsn)—This method was orig-
inally developed for normalizing single and two-channel gene expres-
sion microarray data. The function calibrates sample-to-sample vari-
ations through shifting and scaling of intensities and transforms the
intensities to a scale where the variance is approximately independent
of the mean intensity (11).

Linear Regression Normalization (Regr)—This method also as-
sumes systematic bias to be linearly dependent on the magnitude of
peak intensities, but instead of constructing MA plots of pairs of
analyses as for method LinRegMA, a single reference analysis was
constructed by taking the median peak intensity for all matched
peaks. Linear regression normalization was then performed on this
constructed reference by applying least squares regression to each
individual analysis. Based on the linear regression equation new
values were predicted for each analysis, taking both intercept and
slope of the regression line into account.

RegrRun—Indications that the analysis order of the LC-MS exper-
iments contributes to bias in the data were found. Normalization
based only on analysis order will not correct for global differences,
such as differences in amount/concentration of one sample com-
pared with the rest of the samples. Regr was combined with analysis
order normalization to address the different types of biases. A locally
weighted polynomial regression (Lowess (25)), using function loessFit
() in the R package limma (26, 27) (Version 2.12.0), was fitted for each
matched peak versus the analysis order, and the mean value across
all analyses for each peak was then added to retain the native inten-
sity dimension. For each matched peak a certain proportion of neigh-
bors (analyses), weighted by their distance to the measurement, was
used for controlling the smoothness of the fit, the span. A high span
value gives more smoothness, and a value of 1 returns values similar
to those of linear regression. Equal weight was given for all types of
samples, and default settings were used for the loessFit () function
(span of 0.3).

Mixed Linear Models—A linear mixed model was applied to each
data set using restricted maximum likelihood estimation (28). Be-
cause samples were analyzed in a randomized block order there
should ideally be no differences or at least only minor interblock
differences. To calculate the fraction of peaks with significant block
differences in each data set, blocks were considered fixed effects,
whereas biological and technical variations were random effects. To
calculate the fraction of peaks with statistically significant LC-MS run
order differences in the Mouse data set, the Pool replicates were
divided into two groups, the first five and the last five, leaving one
intermediate replicate. The model was fitted with and without includ-
ing the block factor. To calculate the fraction of peaks with biologi-
cally differential expression, biological effects were considered fixed
effects, whereas block and technical replicates were random ef-
fects. Both models were fitted with and without including the block
factor. Analysis of variance for mixed linear models in the R (29)
(Version 2.6.0)/maanova (30) (Version 1.5.1) Bioconductor (31)
package (Version 2.1) was used to obtain tabulated p values, and
missing values were imputed using k-nearest neighbors (k � 10). A
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p value of p � 0.05 was considered statistically significant. Some
bias may originate from the fact that some blocks were incomplete;
however, this probably only had a minor impact on the overall
result. For displaying trends in matching success of peaks and for
k-means cluster analysis the median peak intensity value in block 1
was subtracted from all analyses. For k-means cluster analysis the
function kmeans () with default settings (k � 4) available in the stats
(29) (Version 2.6.0) R package was used. Three of the four largest
clusters were displayed.

Ranking of Normalization Methods—For the variation between
technical replicates (Pool) and the variation including both technical
and biological variation, biological samples belonging to the treat-
ment group (BioRep) were ranked based on their average percent
reduction in median log2 S.D. and reduction of log2 pooled estimate
of variance (PEV) compared with raw data. In the Rat and Quail data
sets the BioRep only consisted of different biological samples,
whereas the Mouse data set included one to three technical replicates
of biological samples. For the Quail data set, which lacked spiked-in
peptides, only nine methods were evaluated, resulting in a slight bias
in the average rank across the different data sets, but this will only
have a minor effect on the final result. To get a more general overview
of how much the different normalization methods decreased median
S.D. and PEV compared with the raw data, the average percent
reduction for the three data sets was calculated.

RESULTS

The performances of 10 different normalization methods on
three different data sets of endogenous peptide data pro-
duced with label-free nano-LC mass spectrometry were in-
vestigated. The samples in all three data sets were derived
from brain tissue (mouse, rat, and quail), and each data set
consisted of 35–45 individual LC-MS analyses. Before ana-
lyzing a new set of samples, the analytical LC column was
replaced. The samples in the Mouse, Rat, and Quail experi-
ments were analyzed in a randomized block design fashion,
and each data set was produced within a time period of
50–70 h. After matching and filtering different numbers of
peaks were retained for further analysis in the Mouse, Rat,
and Quail data sets, respectively (Table II).

Matching Success of Peaks—Successful matching of
peaks across samples is important to keep the number of
missing values at an absolute minimum. For peaks matched
across �50% of all analyses in each data set there was a
decrease at the end of the analysis in matching success for
the Mouse data set, whereas the opposite was found for the
Quail data set (Fig. 1). No clear analysis order-dependent
peak matching pattern was found for the Rat data set.

Global Intensity Distribution—After matching and filtering
there were global differences in total peak intensity between
LC-MS analyses (Fig. 2). The basic assumption for normaliz-
ing this type of data is that the biological variability and
different treatments only affect a relatively small fraction of the
measured peaks so that after normalization all analyses
should have approximately the same intensity distribution. All
methods investigated except for the Spike method success-
fully removed global intensity bias. The remaining methods
not shown in Fig. 2 displayed a pattern similar to that of the
DeCyder- and RegrRun-normalized data. In the Rat data set,
lower mean intensity for a particular analysis (raw data) was
accompanied with a decreased matching success for that
particular analysis. The reason for this is that lowly expressed
peaks will have an intensity value close to the background

FIG. 1. The fraction of successfully matched peaks across
LC-MS analyses. Open spots are different biological samples, and
gray spots are technical replicates. In the Mouse data set there was a
weak trend of lower peak matching success at the end of the exper-
iment, whereas the opposite was found in the Quail data set. Analyses
with overall lower matching success were often accompanied with
overall low intensity values, resulting in lack of detection of lowly
expressed peaks in these analyses.

TABLE II
Peak detection and filtering

Data set
Peaks matched
across �50% of
all analyses (n)

Peaks matched
across all LC-MS
experiments (n)

Filtering criteria
Peaks remaining

after filtering
(n)

Mouse 935 240 A maximum of three missing observation allowed in
each biological group

575

Rat 930 309 At least five observations in all biological groups 545
Quail 534 160 A maximum of one missing observation allowed in

each biological group
268
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intensity. A similar but not as clear relationship was also found
in the Mouse and Quail data sets.

Technical Variability—Median S.D. and PEV of raw data for
the Pool ranged between 0.25 and 0.65 and between 0.1 and
1.44, respectively, across the three data sets. Across all three
data sets the largest improvement was found using the Regr
and RegrRun methods with an average decreased median
S.D. of 38 and 43% and on average a 48 and 59% decrease
in PEV, respectively. For all other examined methods the
reduction was generally lower and ranged between 20 and
30% and between 20 and 28% on average in median S.D. and
PEV, respectively, across all data sets (Table III). For the Pool
replicates, quantified using the Q-TOF (Mouse and Rat) the
S.D. and PEV were found to be lower compared with quanti-
fication using the LTQ (Quail). After normalization using the
RegrRun method the median S.D. for the Pool replicates was
0.17 for both the Mouse and Rat data sets, and in the Quail
data set it was 0.42. After data normalization the relationship
between technical replicates should ideally be a straight line
with a slope of 1. By using the RegrRun method the regres-
sion coefficient was close to 1 for the technical replicates (for
the Mouse data set the technical replicates of the different
biological samples were also included). The raw and DeCy-
der-normalized data produced regression coefficients deviat-
ing from 1, indicating that bias still remains (Fig. 3).

Technical and Biological Variability—In general the variabil-
ity including biological variability (BioRep) was higher com-
pared with the Pool. The median S.D. and PEV of the raw data
ranged between 0.55 and 0.75 and between 0.51 and 1.50,
respectively. Across all three data sets the largest improve-
ment was found using the Regr and RegrRun methods with an
average decrease in median S.D. of 38 and 42%, respectively.
The largest decrease in PEV was also found for the Regr and

RegrRun methods, 48 and 62% on average, respectively. In
the Quail data set only methods Regr and RegrRun resulted in
a significant reduction of median S.D. and PEV. As previously
found for the Pool, all other examined methods generally
produced lower reductions of median S.D. and PEV, 10–23
and 13–29%, respectively (Table III).

Ranking of Normalization Methods and Reduction of Varia-
bility—Performance comparisons of the different normaliza-
tion methods were considered by using their rank derived
from the percent reduction in median S.D. and PEV. The
method with the largest reduction was given the score of 1
and so forth to ranking score 11 (10 in the Quail data set).
Taking both S.D. and PEV ranks into account, the RegrRun
method had the best ranking score followed by Regr and
LoessMA. Methods DeCyder, LinRegMA, RefRun, and Vsn all
performed similarly with mean rankings in the range of 5.4–
6.2, and the MedScale and Quantile had lower rankings (7.4
and 7.9, respectively). The Spike method had the least favor-
able ranking. To get a more general overview of how much the
different normalization approaches decreased median S.D.
and PEV compared with raw data, the average reductions for
the three data set was calculated. The methods Regr and
RegrRun resulted in a 35 and 44% average median S.D.
reduction and a 48 and 59% PEV reduction, respectively. The
remaining methods except for Spike, which only resulted in a
15–18% reduction, resulted in �20–28% average median
S.D. and PEV reductions (Fig. 4).

Span in Lowess Fit—Because samples were analyzed in a
randomized block order there should ideally be no differ-
ences or at least small interblock differences. All normaliza-
tion methods except RegrRun resulted in large (Mouse) or
smaller fractions (Rat and Quail) of peaks with significant
interblock differences. By fitting, in principle, a linear regres-

FIG. 2. Box plots of the log2 intensity
values (y axis) for the individual
LC-MS analyses in each data set be-
fore and after normalization using the
DeCyder and RegrRun methods. The
data are displayed in the analysis order
of the samples. Open boxes are different
biological samples, and gray box plots
are technical replicates. Both normaliza-
tion methods successfully assured that
the intensity values have approximately
the same average and empirical distribu-
tion across all analyses for each data
set. The box plots display the median,
first and third quartiles. The whiskers ex-
tend to the extreme values or at most 1.5
times the interquartile range from the
box. Observations outside the whiskers
are plotted as dots.

Relative Quantification of Endogenous Peptides

Molecular & Cellular Proteomics 8.10 2289



sion (span of 1) versus the analysis order, all three data sets
displayed a substantial decrease in interblock variability.
Using the default span of 0.3 in the Lowess fit resulted, in

principle, in no peaks with significant interblock differences.
Using too small span settings (�0.15) resulted in an in-
crease of interblock variability again that was probably due
to overfitting (Fig. 5). A similar pattern of overfitting was also
found when studying the decrease in PEV within replicates
belonging to the same treatment type at different span
settings (supplemental Fig. 2).

Analysis Order Bias—If normalization works properly there
should be no or at least only minor differences in peak inten-
sity between pool samples. To test this, the 11 pool samples
in the Mouse data set were divided into two groups of five, the
first five and the last five, leaving one sample intermediate.
The expression differences between the two groups were
then tested using DeCyder-normalized data (with or without
inclusion of the block term) and RegrRun-normalized data. It
is clear that both the fraction and the magnitude of the -fold
difference of peaks displaying run order-dependent bias is
much larger for DeCyder-normalized data (Fig. 6.). For Re-
grRun-normalized data only 2.6% of the peaks were statisti-
cally significant between the two groups irrespective of the

FIG. 3. Box plots of the regression coefficient between techni-
cal replicates for raw, DeCyder-, and RegrRun-normalized data.
For the RegrRun normalized data the regression coefficient was close
to 1 in all three data sets. The box plots display the median, first and
third quartiles. The whiskers extend to the extreme values or at most
1.5 times the interquartile range from the box. Observations outside
the whiskers are plotted as open circles.

TABLE III
Median S.D. and PEV

The median S.D. and PEV for the three data sets when omitting (Pool) and including biological variability (BioRep) are shown. For each data
set, normalization method and subset, the median S.D., and PEV are given followed by the ranking score and percent reduction in median S.D.
and PEV compared with raw data (within parentheses). The method resulting in the lowest median S.D. and PEV was given the rank 1 and so
forth. For each normalization method and across the different data sets the average rank scores are given (�S.E.). n.a., not applicable.

Method

Data set Mouse Data set Rat Data set Quail
Mean rank

(�S.E.)PEV Median S.D. PEV Median S.D. PEV Median S.D.

Pool BioRep Pool BioRep Pool BioRep Pool BioRep Pool BioRep Pool BioRep

Raw 0.32 0.51 0.42 0.54 0.10 0.70 0.25 0.67 1.44 1.50 0.65 0.75 10. � 0.1
11 11 11 11 11 11 11 11 10 10 10 10

DeCyder 0.22 0.35 0.29 0.40 0.08 0.43 0.19 0.48 1.25 1.35 0.45 0.68 5.5 � 0.3
5 7 5 5 5 6 3 6 7 7 6 4

(31%) (29%) (30%) (27%) (22%) (37%) (25%) (28%) (13%) (8%) (31%) (8%)
Spike 0.24 0.39 0.31 0.45 0.08 0.63 0.21 0.63 n.a. n.a. n.a. n.a. 9.9 � 0.1

9 10 10 10 10 10 10 10
(26%) (21%) (25%) (16%) (19%) (6%) (15%) (5%)

LoessMA 0.22 0.34 0.28 0.39 0.08 0.42 0.20 0.46 1.02 1.18 0.41 0.66 3.5 � 0.2
3 3 4 3 6 4 5 3 3 3 2 3

(32%) (31%) (32%) (28%) (22%) (39%) (22%) (31%) (29%) (16%) (36%) (10%)
LinRegMA 0.23 0.35 0.29 0.39 0.08 0.42 0.20 0.48 1.15 1.24 0.49 0.70 6.1 � 0.3

6 4 6 4 7 5 7 7 5 5 8 9
(31%) (31%) (30%) (27%) (21%) (39%) (20%) (27%) (20%) (13%) (24%) (5%)

MedScale 0.23 0.36 0.31 0.41 0.08 0.45 0.21 0.51 1.28 1.38 0.47 0.69 7.9 � 0.3
7 9 9 9 4 9 8 8 9 9 7 7

(28%) (28%) (26%) (25%) (22%) (35%) (19%) (24%) (11%) (6%) (28%) (7%)
Quantile 0.24 0.35 0.31 0.40 0.08 0.43 0.21 0.51 1.08 1.22 0.53 0.69 7.4 � 0.4

10 5 8 7 8 8 9 9 4 4 9 8
(25%) (30%) (26%) (26%) (20%) (37%) (18%) (23%) (25%) (13%) (18%) (6%)

RefRun 0.22 0.35 0.28 0.40 0.08 0.43 0.19 0.47 1.25 1.36 0.45 0.69 5.4 � 0.4
4 6 3 6 3 7 4 5 8 8 5 6

(32%) (29%) (33%) (26%) (23%) (37%) (24%) (29%) (13%) (7%) (32%) (7%)
Vsn 0.23 0.36 030 0.40 0.08 0.41 0.20 0.46 1.25 1.33 0.44 0.68 6.2 � 0.4

8 8 7 8 9 3 6 4 6 6 4 5
(28%) (28%) (29%) (26%) (19%) (40%) (21%) (30%) (13%) (9%) (33%) (8%)

Regr 0.20 0.30 0.28 0.37 0.05 0.31 0.16 0.43 0.58 0.67 0.36 0.53 1.8 � 0.1
2 2 2 2 1 2 1 2 2 2 1 2

(37%) (41%) (34%) (32%) (49%) (54%) (37%) (35%) (59%) (51%) (45%) (28%)
RegrRun 0.11 0.21 0.17 0.28 0.06 0.24 0.17 0.36 0.55 0.54 0.42 0.45 1.3 � 0.1

1 1 1 1 2 1 2 1 1 1 3 1
(66%) (58%) (59%) (48%) (39%) (66%) (33%) (46%) (62%) (61%) (36%) (39%)
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magnitude of the -fold difference. For DeCyder-normalized
data 19.5% of peaks displayed significant expression differ-
ences. This fraction decreased to 6.8% after including the
block term in the model. To further investigate this, a k-means
cluster analysis was performed on the Mouse data set to
examine the global intensity distributions prior to and after
normalization (supplemental Fig. 3). After the DeCyder nor-
malization, one cluster contained data with no analysis order
bias, whereas two clusters contained data that displayed
decreasing or increasing peak intensities. In all three data

sets, a large (�70%; Mouse data set) or a small fraction
(�20–30%; Rat and Quail data sets) of examined peaks dis-
playing analysis order-dependent bias was found. In all three
data sets and for a majority of all matched peaks there was a
trend of decreasing intensity values at the end of the LC-MS
analysis. Only the RegrRun method, which combines global
and analysis order normalization, successfully removed anal-
ysis order-dependent bias.

Detection of Differential Expression—To compare the per-
formance of DeCyder-, Regr-, and RegrRun-normalized data
in terms of detecting differential expression, a mixed linear
model was fitted for each data set, including or omitting the
block term in the model. The RegrRun method omitting the
block term detected the largest fraction of differential expres-
sion in all three data sets (Fig. 7). For the DeCyder- and
Regr-normalized data, including the block term in the model
increased the fraction of differential expression detected. For
example, in the Mouse data set there is a good agreement of
the differentially expressed peaks found using the different
normalization methods. By including the block term in the
model for the DeCyder and Regr methods the agreement to
the RegrRun method was improved. Including the block term
resulted in an increase of 27% of peaks detected as differen-
tially expressed with all methods compared with omitting the
block term in the model. A similar trend was also found in the
Rat and Quail data sets (Fig. 7).

DISCUSSION

Basic Normalization Assumptions—The purpose of normal-
izing LC-MS data is to reduce or remove bias due to differ-
ences in peptide extraction, LC separation efficiency, drifts in
ionization and detector efficiencies, or other systematic
sources introducing bias. In this study, the performances of
10 different normalization methods for the relative quantifica-

FIG. 4. The average median S.D. and PEV reduction after apply-
ing different normalization methods compared with raw data. The
largest reductions were observed with the methods Regr and Re-
grRun, and the smallest reduction was observed with the Spike
method. Intermediate reductions were observed with the remaining
seven methods. The error bars display 1 standard error of the mean.

FIG. 5. The fractions of peaks with statistically significant (p � 0.05)
interblock differences using raw, DeCyder-, and Regr-normalized
data in the three data sets (left panel) are shown. The fractions
decreased (Mouse and Rat) after normalizing the data using the
DeCyder and Regr methods. Using the RegrRun method with default
Lowess span setting (0.3; indicated by the arrow) resulted, in princi-
ple, in no peaks displaying significant interblock differences (left and
right panels). Span settings �0.15 resulted in increased interblock
differences due to overfitting.

FIG. 6. Volcano plot displaying the log2 -fold change and �log (p
value) between the first five pool replicates compared with the
last five replicates in the Mouse data set. For DeCyder-normalized
data, 19.5% of all peaks were statistically significantly different (p �
0.05) between the two groups. Both the fraction and the magnitude of
log2 -fold change decreased when including the block term in the
linear model. For RegrRun-normalized data only 2.6% of the peaks
were statistically significantly different, and the log2 -fold changes
were much smaller compared with the DeCyder-normalized data.
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tion of endogenous brain peptides were investigated. The
underlying assumption behind most global normalization
methods is that the differences in overall peak intensity of
either all or a subset of peaks should be minor across exper-
iments. However, this assumption may be invalid due to se-
vere imbalance in missing observations in peptide data (32). In
an attempt to solve this problem the data were filtered so that
only peaks matched across �50% of the data set were in-
cluded in each analysis. In some analyses high intensity peaks
may be present due to unknown contamination. The normal-
ization factor for these analyses can differ substantially
whether these unmatched peaks are included in the normal-
ization procedure or not. In agreement with what others have

reported (14, 33) we also found that the log2 peak intensity
was linearly dependent on the magnitude of measured inten-
sities. This motivates the usage of linear regression for nor-
malizing peptide data. After constructing a reference analysis,
fitting a linear regression, and predicting new values to each
individual analysis taking both intercept and slope of the
regression line into account (method Regr), the median S.D.
and PEV values decreased. Different intercepts may represent
a global error such as a bias in background subtraction.
However, predicting new values from regression coefficients
may also introduce a bias because the linear regression is
sensitive to outlier values. The 50% matching criterion used
seems to handle this type of problem satisfyingly.

The endogenous peptides studied herein were not cleaved
through trypsinization. However, we believe that the result of
the evaluation of different normalization methods found in the
present study also may be applicable to peptides derived
from tryptic digestion.

Normalization Methods—Callister et al. (14) have compared
the effect of different normalization procedures for relative
quantification of peptides originating from trypsinized proteins
from various tissues and cells. They analyzed four technical
replicates in three different data sets: a simple protein mix-
ture, a microbial system, and a mouse brain system. The
LC-FTICR-MS analyses for some samples were performed
over a time period of 3 months and also included replacement
of the analytical LC column. The data were analyzed in a block
fashion where each block of four analyses was normalized
separately, whereas in our case all analyses within each data
set were normalized together. Callister et al. (14) concluded
that normalization by linear regression (corresponding to Lin-
RegMA in our study) and central tendency (corresponding to
MedScale in our study) performed best, but they also reported
that the result may vary between different data sets. The
peptides investigated in the present study are endogenous
brain peptides. All LC-MS analyses for each individual exper-
imental setup (Mouse, Rat, and Quail) were performed within
a time period of 50–70 h, and the analytical LC column was
replaced between experiments and not within an experimen-
tal setup. In the present study the RegrRun method performed
the best in the three data sets evaluated. It appears that the
basic assumption that some sort of global drift is occurring at
various levels, during and between multiple MS analyses sim-
ilarly affecting all peak intensities, is not perfectly true. Apply-
ing global linear regression followed by a nonlinear Lowess
smoother to each peak dependent on the analysis order re-
sulted in a clear decrease in median S.D. and PEV reduction
compared with all other global normalization methods. The
Regr method performed second best in reducing median S.D.
and PEV, whereas the other evaluated normalization methods
performed more poorly.

Using DeCyder-normalized data in the Mouse data set,
almost 20% of the peaks detected in pool samples differed
between the first five replicates and the last five replicates.

FIG. 7. The number of differentially expressed peaks in the
Mouse, Rat, and Quail data sets using the RegrRun method
compared with raw, DeCyder-, and Regr-normalized data (p �
0.05). The largest fraction of differentially expressed peaks was
found in the RegrRun-normalized data (panel A, vertical arrows). For
raw, DeCyder-, and Regr-normalized data the numbers of differen-
tially expressed peaks were calculated both with and without in-
cluding the block term in the linear model. The largest number of
overlapping peaks compared with the RegrRun method was found
when including the block term for raw, DeCyder-, and Regr-nor-
malized data (panel B).
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Ideally there should be no expression differences between the
pool samples. This fraction decreased (6.8%) when including
the block term in the linear model. In RegrRun-normalized
data only 2.6% of the peaks were statistically different in
expression. Generally the use of DeCyder or the Regr method
resulted in different degrees of analysis order-dependent in-
tensity bias (including 20–70% of all detected peaks in the
different data sets). This type of bias was removed when
applying the RegrRun method.

Span in Lowess Fit—To correctly handle run order-depend-
ent bias it is important to avoid confounding. The LC-MS
experiments of samples belonging to different treatment
groups have to be analyzed in a randomized fashion other-
wise run order-dependent bias may confound with treatment
effects. Proper experimental design will not be discussed
further here but has thoroughly been discussed elsewhere
(34–37). For all three data sets, the default settings for the
loessFit () function (span of 0.3) were used and worked satis-
factorily. If the span is set too small there will be a risk of
overfitting. This can be investigated by estimating interblock
effects as described herein. If the LC-MS experiments are
performed in a completely randomized fashion an alternative
approach is to calculate PEV (or median S.D.) of samples
belonging to the same treatment group at different span set-
tings (supplemental Fig. 2). For all three data sets, using a
span �0.15 clearly indicated overfitting.

Spiked Peptides—The Mouse and Rat samples were spiked
with deuterated peptides. However, the Spike normalization
yielded the least favorable results in both data sets. It is
possible that a larger number of spiked peptides would im-
prove the performance of the method. However, based on our
observations the use of spiked peptides for normalization or
for evaluating the performance of normalization methods
should be utilized with care because the resulting intensities
may display a different type of bias compared with the rest of
the peaks in the data set.

Sources of Global Drifts—The origin of analysis order-de-
pendent intensity bias may be due to several factors such as
changes of the properties in the LC column, fluctuations in the
LC flow rate, or a combination of these and other unknown
factors. The fact that two different detectors were used, Q-
TOF in the Mouse and Rat data sets and LTQ in the Quail data
set, indicates that the problem was not detector-specific. In
the case of a general carryover of peaks between LC-MS
analyses, it would be expected to see an increase rather than
a decrease of the intensity levels. For some individual peaks
there were indications of carryover, which has also been
found by Daly et al. (38), whereas for other peaks there was an
analysis-dependent decrease in intensity. For some peaks a
clear restoration of intensity values was found after analyzing
a blank sample. A blank sample was analyzed between each
block of samples as a trade-off for analyzing a blank between
each sample.

The change in relative matching success (Fig. 1) may be
associated with slight changes in flow rate. In the Rat data set
there were large differences in the relative matching success
between samples compared with the Mouse and Quail data
sets. It is important to remember that normalization will re-
move bias but not improve matching success. As clearly seen
in the Mouse and Quail data sets, the matching success of the
technical replicates was dependent on other sources of bias
(drifts) than only the content of the sample. Analyzing a single
technical replicate of each sample would minimize the num-
ber of missing peaks for each biological sample. The repli-
cates should be analyzed as far apart as possible.

Detecting Differential Expression—Mixed-effects statistical
modeling has previously been used to estimate relative pro-
tein concentrations where each peptide is modeled and sum-
marized to global relative protein abundances (38, 39). Mixed-
effects modeling was used to compare the fraction of
differentially expressed peaks detected using DeCyder-,
Regr-, and RegrRun-normalized data.

A normalization method evaluated based on the fraction of
differentially expressed peaks is approximate at best, consid-
ering that the “true” fraction of differential expression is un-
known. However, in the field of gene expression data, this is
a common approach for comparing the performance of dif-
ferent normalization methods (21, 40). The largest fraction of
differentially expressed peaks for all three data set was found
using the method RegrRun. For Regr- and DeCyder-normal-
ized data the agreement in differentially expressed peaks
compared with RegrRun-normalized data increased when in-
cluding the block term in the linear model. Despite blocking,
the fraction of differentially expressed peaks was found to be
smaller for DeCyder- and Regr-normalized data compared
with RegrRun-normalized data. Blocking assumes the error to
be similar within each block; however, in this type of data the
analysis order bias is spanning across blocks. The presence
of incomplete blocks may also contribute to the differences,
but at the same time this argues for using the RegrRun
method because there will always be a risk of incomplete
blocks when performing large LC-MS experiments.

All three different data sets evaluated in this study displayed
large differences in the fraction of differential expression.
Compared with the number of peaks detected, the Mouse and
Rat data sets displayed moderate differences, whereas the
Quail data set displayed large differences (Fig. 7, panel A).
This is also what could be expected from a biological point of
view. In the Quail data set two different embryonic develop-
mental stages were compared.2 The fact that such a large
fraction of all peaks differed may have an impact on the
success of the normalization procedure because only a small
fraction of the peaks is assumed to be differentially expressed
between groups.

Conclusions—In this study the performances of 10 different
normalization methods on endogenous peptide data gener-
ated with LC-MS were investigated. The methods presented
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and evaluated are all, except for one commercially developed
method (DeCyder), publicly available and fairly straightfor-
ward. The novel method presented here named RegrRun
(which corrects for both global differences between LC-MS
analyses and analysis order-dependent bias) and Regr de-
creased the median S.D. by 42–43 and 38% compared with
raw data, respectively, both when omitting and including
biological variability. The intensity levels of detected peaks in
a set of LC-MS analyses may display analysis order-depend-
ent bias. Only the RegrRun method effectively removed this
type of bias. Other normalization methods operating on a
global level only reduced the median S.D. by 15–28%.
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Andrén, P. E. (2007) The significance of biochemical and molecular
sample integrity in brain proteomics and peptidomics: stathmin 2–20 and
peptides as sample quality indicators. Proteomics 7, 4445–4456
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