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ABSTRACT We have obtained an experimental estimate
of the free energy change associated with variations at the
interface between protein subunits, a subject that has raised
considerable interest since the concept of accessible surface
area was introduced by Lee and Richards [Lee, B. & Richards,
F. M. (1971) J. Mol. Biol. 55, 379–400]. We determined by
analytical ultracentrifugation the dimer–tetramer equilib-
rium constant of five single and three double mutants of
human Hb. One mutation is at the stationary a1b1 interface,
and all of the others are at the sliding a1b2 interface where
cleavage of the tetramer into dimers and ligand-linked allo-
steric changes are known to occur. A surprisingly good linear
correlation between the change in the free energy of associ-
ation of the mutants and the change in buried hydrophobic
surface area was obtained, after corrections for the energetic
cost of losing steric complementarity at the ab dimer inter-
face. The slope yields an interface stabilization free energy of
215 6 1.2 calymol upon burial of 1 Å2 of hydrophobic surface,
in very good agreement with the theoretical estimate given by
Eisenberg and McLachlan [Eisenberg, D. & McLachlan, A. D.
(1986) Nature (London) 319, 199–203].

This paper deals with the experimental determination of the
free energy change associated with modification of the surface
buried in a protein–protein contact, a point of general interest
in understanding stability and recognition in proteins. Since
the pioneering work of Lee and Richards (1), a wealth of
experimental and theoretical investigations have attempted to
understand and quantify the forces stabilizing protein oli-
gomers and complexes. After Chothia (2, 3) drew attention to
the significance of the surface buried at an interface, other
investigators emphasized shape complementarity (4), residue
propensities (5), and the relative contribution of polar inter-
actions and hydrophobic effects to the overall DG0 in protein–
protein association (6–8). Experimental studies have used
different proteins to understand the effect of a point mutation
on enzyme–inhibitor (9, 10) or antibody–antigen complexes
(11–13), as well as subunit interactions in mutants of human
Hb (14). These studies led to the conclusion that both types of
weak interactions play a role, and that Atom Solvation Pa-
rameters derived from partition coefficients can be used to
evaluate the stabilization energy at protein interfaces (8,
15–17).

Questions arise whether the theoretical studies can be a
guideline in the analysis and design of experiments with a
resolution beyond the qualitative prediction of results and how
far values obtained from physico-chemical considerations can
be useful in protein engineering by mutagenesis. Although it
is recognized that buried hydrophobic surface contributes to
the stability of a protein–protein contact, theoretical estimates

of the free energy gain associated with burial of 1 Å2 of
hydrophobic surface are variable and range between 4 and 32.5
calymol (see ref. 16 for a recent review). We have addressed
this point experimentally by using the dimer–tetramer associ-
ation of human Hb mutants.

By analytical ultracentrifuge, we have determined the equi-
librium constant for the 2ab3 (ab)2 association for five single
and three double mutants of human HbCO. The mutations are
all at the a1b2 interface (Fig. 1) except one at the a1b1
interface, which has a larger number of contacts and is
unchanged in the T3 R allosteric transition (14, 18–20). The
changes in association free energy relative to HbA have been
correlated with changes in the buried surface area due to
mutations, to dissect the contribution of the polar and hydro-
phobic contacts in the stabilization of the tetramer. Taking a
11.5 kcalymol complementarity cost associated with each
mutation, we found that the D(DG0) is linearly correlated for
all of the mutants with the change in the buried hydrophobic
surface area, yielding a value of 215 6 1.2 calymolzÅ2 for
stabilization of the subunit interface. This experimental esti-
mate is in good agreement with the work of Eisenberg and
McLachlan (15) and provides a basis for further experiments
on protein–protein interaction and stability.

MATERIALS AND METHODS

Site-directed mutants of HbA were produced in Escherichia
coli and were purified as described (21, 22). Reagents were of
analytical grade. Ultracentrifuge experiments were carried out
with a Beckman Optima XL-A instrument at 10°C in 0.1 M
Bis–TriszHCl buffer at pH 7.0 on proteins in the reduced-CO
bound form. Sedimentation velocities were reduced to s20,w
according to standard procedures. The value of s20,w, a weight
average property, was used to calculate the weight fractions of
tetramer and dimer because these species are in rapid equi-
librium (23). Details of the calculations are given in ref. 24. The
dimer–tetramer association constant (K2,4) was calculated
from the mass law expression according to Gilbert and Gilbert
(25).

Molecular modeling was performed by using the Discovery
Insight and Brugel packages (26) on a Silicon Graphics
workstation. We simulated the point mutation(s) starting from
the known structure of the CO derivative of HbA (27). All of
the side chains could be accommodated by using allowed
rotamers, and only minor adjustments of surrounding amino
acids were introduced by the subsequent minimization, with
rms values ranging from 0.02 to 0.06 Å. We were confident on
the very small movement of neighboring amino acids, even in
the case of smaller to larger side chain replacement, because
of the small Biso factor (,Biso. 5 32) of these residues in the
starting crystallographic structure (27). This mean value is
really good, considering the position of the residues in anThe publication costs of this article were defrayed in part by page charge
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interface accessible to solvent. By using a probe with a radius
of 1.4 Å (28), we computed, for the dimer and the tetramer, the
water-accessible surface of the mutated side chain(s) and of
the corresponding residue(s) in wild-type (wt) HbA, separat-
ing the contribution of the hydrophobic (C), polar (NyO), and
charged (N1) atoms (Fig. 1). For each protein, we subtracted
the value computed for the tetramer from that computed for
the dimers, thereby obtaining an estimate of the contribution
of that residue to the surface buried on tetramer formation.
This information was used to compute the D(DSurface) in Å2

for each mutant. Computation of the atomic surface area was
carried out with two programs: Survol (26) and Surface (CCP4
Suite; refs. 28 and 29). Both programs use an implementation
of the Voronoi method with different sets of atomic radii. The
outputs of the two simulations agreed within 10%.

RESULTS

Measurement of Dimer–Tetramer Equilibrium Constant.
The dimer–tetramer association constants of HbA and of the
eight mutants were calculated from sedimentation velocity
experiments carried out over the concentration range from 1

to 40 mM. The constants are summarized in Table 1, which also
indicates the interface involved and, for the a1b2 interface,
whether the mutation is at the ‘‘hinge’’ or ‘‘switch’’ region (18).
All of the mutants displayed some perturbation in the stability
of the tetramer compared with wt HbA, with D(DG0) values
that ranged from 21 kcalymol to $3 kcalymol. In the case of
Hb bW37T (largely dimeric up to 40 mM), we report in Table
1 and in our plots a value of 13 kcalymol, obtained by
subtracting the D(DG0) observed for Hb aT38W from that of
the double mutant Hb aT38W1bW37T (Table 1). This cal-
culation assumes additivity in the effects of mutations at C3 in
the a and b chains, which seems reasonable given that they are
beyond the threshold of 7 Å for interaction to occur between
mutated amino acids (9, 30, 31).

Isolated a chains from wt HbA have a very small tendency
to associate into dimers (32, 33). Reconstitution of Hb with a
chains mutants that are more associated than wt (22) leads to
a heterotetramer with enhanced stability (1–5 in Table 1). This
is the case for Hb aT38W, stabilized by 20.78 kcalymol
relative to wt HbA, and also for the double mutants Hb
aT38W1aH103V (stabilized by 20.96 kcalymol) and Hb
aT38W1aT41R (stabilized by 20.68 kcalymol). Of the two

FIG. 1. Space filling model of HbA CO (25), with a view of the a1b2 interface in two orthogonal projections. a and b chains, colored in light
blue, are respectively at the upper left and lower right of the left view. Amino acids belonging to the interface are indicated following their atom
specification, i.e., C in green, O in red, and N in deep blue. Residues mutated in this work are labeled with their names. Hemes are not highlighted.

Table 1. Summary of the mutants studied in this work

Hemoglobin Interface
K2,4*

(M21) 3 1024
D(DG0)†

kcalymol

HbA 100 6 25 0 6 0.28

1 a38Thr3 Trp 1 a103His3 Val a1b2 (switch) 1 a1b1 (stationary) 550 6 130 20.96 6 0.27
2 a38Thr3 Trp a1b2 (switch) 400 6 100 20.78 6 0.28
3 a38Thr3 Trp 1 a41Thr3 Arg a1b2 (switch) 340 6 90 20.68 6 0.29
4 a103His3 Val a1b1 (stationary) 70 6 30 10.2 6 0.38
5 a41Thr3 Arg a1b2 (switch) 13 6 3 11.14 6 0.27
6 b40Arg3 Thr a1b2 (hinge) 2.4 6 0.4 12.1 6 0.23
7 a38Thr3 Trp1b37Trp3 Thr a1b2 (switch 1 hinge) 2.0 6 0.5 12.2 6 0.28
8 b37Trp3 Thr a1b2 (switch) fully dimer

(,40 mM)
13

We report the interface where the mutation is located and, for the a1b2 interface, the indication of the ‘‘switch’’ or the ‘‘hinge’’ region (2).
*K2,4 is given as mean 6 SD.
†D(DGi

0) 5 DGm
0 2 DGwt

0 , where m and wt stand for mutant and wild-type Hb, respectively. The errors in D(DG0) were calculated following the
error propagation theory (42) and in particular the formulas: q(x) 6 dq 5 q(xbest) 6 udq(x)ydxudx and q 6 dq 5 (x 2 y) 6 (dx 1 dy), where q(x)
is a function of a variable measured with errors, dq, dx, and dy are the errors associated to q(x), x, and y, respectively, and dq(x)ydx is the first
derivative of the function q(x) with respect to the variable x.
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Hbs containing mutated a chains that are largely monomeric
(like wt a chains), Hb aH103V is only marginally destabilized
(D(DG0) 5 10.22 kcalymol), whereas Hb aT41R is destabi-
lized by 11.1 kcalymol compared with wt HbA.

Hbs containing mutated b chains that proved less associated
than the wt ones (unpublished data from this Laboratory) also
were destabilized as heterotetramers (6–8 in Table 1); namely
by 12.1 kcalymol (Hb bR40T) and 13 kcalymol (Hb bW37T).
An additive effect is seen in the double mutant Hb
aT38W1bW37T, given that Trp at position a38 increases
association of the heterotetramer (22) but cannot fully com-
pensate for the destabilizing effect of the bW37T mutation,
leading to a D(DG0) of 12.2 kcalymol.

Accessible Surface Area Variations. The D(DG0) values in
Table 1 have been plotted against the calculated difference in
buried surface (in Å2) at the a1b2 1 a2b1 interface, according
to polarycharged and hydrophobic components. The calcula-
tions, based on models of the mutants (see Materials and
Methods), yielded the results shown in Fig. 2 A–C. Fig. 2 A and
B show little or no correlation between the D(DG0) and the
change in total or polar buried surface area. On the other hand,
an approximate linear correlation may be seen in Fig. 2C for
the single mutants of the a1b2 1 a2b1 interface (1, 2, 5, 6, and
8 in Table 1) when the change in the hydrophobic buried
surface area is considered.

No significant change in the dimer–tetramer equilibrium
constant was expected upon mutating the a1b1 interface, given
that this is a very stable contact and that dimerization involves
disruption of the less extensive a1b2 interface (14, 19, 34, 35).
It is therefore not surprising that mutation aH103V at a1b1 has
essentially no effect within the limits of experimental errors
(Table 1).

DISCUSSION

To estimate experimentally the free energy of burying hydro-
phobic surface in a protein–protein contact, we chose to
modify the a1b2 interface of human Hb (Fig. 1), which is
cleaved upon dissociation of the tetramer and which experi-
ences large conformational changes associated to the allosteric
transition (18–20). Examination of the natural human Hb
variants (36) indicates that this contact is permissive with
respect to a number of different amino acid substitutions
associated with a perturbation of the dimer–tetramer equilib-
rium, without precluding protein folding and tetramer forma-
tion. Therefore, as expected, our interface mutants are syn-
thesized and properly folded in a heterologous expression
system. Determination of the equilibrium constant for dimer
association of the carbon monoxide saturated derivative allows
a quantification of the effect of each mutation on the stability
of the surface.

As pointed out by several authors on the basis of analysis of
the coordinates of proteins and protein complexes (3, 9, 37,
38), the parameter that dominates stabilization of molecular
contacts is the hydrophobic surface buried within a given
interface, without neglecting the role of salt bridges and
hydrogen bonds, where present (19, 20). Hereby, we deal with
the procedure followed to correlate the change in buried
hydrophobic surface with the change in DG0 for the association
of two ab dimers into a Hb tetramer.

The plots in Fig. 2 A and B show that there is no simple
correlation between the D(DG0) values for the a1b2 mutants
and the change in the total or polar buried surface (ranging
from 2220 to 1324 Å2 compared with wt HbA). Data on five
single mutants at the a1b2 1 a2b1 interface showed a linear
correlation between D(DG0) for association and hydrophobic

FIG. 2. Plot of D(DG0) vs. DDSurface calculated as detailed in the experimental section. The numbers in the four panels indicate the mutant
to which they pertain (see Table 1). Open circles correspond to single mutants at the a1b2 interface (1, 2, 5, 6, and 8), and closed circles to double
mutants (3 and 7); the filled triangle is the single mutant at the a1b1 interface (4). (D) A plot of D(DG0) vs. DD Surface calculated for the hydrophobic
surface variation compared with wt HbA; these data were corrected for the complementarity cost of D(DG0) 5 11.5 kcalymol, taken twice for
the mutants with two substitutions at the a1b2 interface (3 and 7). No complementarity cost correction was applied for the mutation at the a1b1
interface (mutant 1, second substitution, and mutant 4). Error bars correspond to the values given in Table 1.
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buried surface (Fig. 2C); the straight line through these points
intercepts DDSurface 5 0 at D(DG0) 5 11.5 kcalymol. There-
fore, we observed a destabilization of '1.5 kcalymol for these
mutants relative to wt Hb (without a change in the buried
surface area); we assigned this value to the loss of comple-
mentarity, yielding a cost associated with each mutation at
topological positions C3 or C6 in the two interfaces (a1b2 1
a2b1). Examination of the HbCO model (18, 27) shows that
three of the substitutions at C3 or C6 lead to the removal of
one favorable electrostatic interaction per a1b2 interface,
namely: (i) one between N« of Trpb37 and the carboxylate of
Aspa94, (ii) one between the Argb40 guanidinium group and
the carbonyl oxygen of Thra41; and (iii) one between the
Thra38 OH group and the carbonylic group of Hisb97. In
mutant aT41R, the mutated side chain is close to Argb40, and
we believe that, in this case, the complementarity cost reflects
the introduction of one unfavorable interaction per a1b2
interface, rather than the loss of a favorable one.

It may be noticed that the complementarity cost as defined
above is within the range of values (0.5–2 kcalymol) attributed
to the loss of one hydrogen bond in proteins (39). We are aware
that cavity formation plays an important role in destabilization
of proteins (40) and that estimating its contribution is not
straightforward (38). In our mutants, the large to small sub-
stitutions seem to create open cavities accessible to the solvent;
therefore, considering also the flexibility of the a1b2 and a2b1
interface (18, 19, 36), we presume that cavity formation in our
mutants should not lead to a dramatic effect.

The observed D(DG0) for the mutants also was plotted as a
function of the expected change in the free energy contribution
calculated according to Eisenberg and McLachlan (15) or
Pickett and Sternberg (17). Following these authors, the
estimate was obtained multiplying the surface variations by the
Atom Solvation Parameters, taking into consideration the
contribution due to every type of atom; for the guanidinium
group of arginines, the N1 value was divided by two. The
resulting plots intercepted the y axis above 0 (respectively 11.6
and 11.3 kcalymol; Fig. 3A), indicating that our estimate of the
complementarity cost is not inconsistent with calculations
based on Atom Solvation Parameters.

If we subtract the complementarity cost of 11.5 kcalymol
from the D(DG0) values of all the mutants, underlying that in
the double mutants this value should be doubled, we obtain a
surprisingly good linear correlation of the stability data for all
the mutants with the calculated changes in buried hydrophobic
surface area (Fig. 2D). The slope yields a value of D(DG0) 5
215 6 1.2 calymolzÅ2, which corresponds to the free energy
gain upon burial of 1 Å2 of hydrophobic surface at this
interface. A similar procedure may be applied to the results
obtained by calculating the buried surface free energy change
by using the parameters of Eisenberg and McLachlan (15) or
Pickett and Sternberg (17), starting from the plot in Fig. 3A.
In this case, we see from Fig. 3B of the same figure that a
satisfactory linear relationship with the data for all eight
mutants is obtained. With the parameters provided by Eisen-
berg and McLachlan (15), the slope is 0.75.

We therefore observed that the main free energy term that,
in our mutants, controls variations in the association of ab
dimers into tetrameric HbCO is due to the change in solvent
accessibility of the hydrophobic surface. The minor role of the
polar contribution may be due to smaller variations in the
exposure of polarycharged surface relative to the hydrophobic
one, to smaller Atom Solvation Parameters associated with
polar atoms as compared with hydrophobic atoms (15, 17),
andyor to partial exposure of the polarycharged atoms in our
mutants.

Concerning the quantitative agreement of our result with
theoretical estimates, we noticed that the value of 215 6 1.2
calymolzÅ2 obtained from Fig. 2D for the hydrophobic surface
variation is in excellent agreement with the value of 216.2 6

2 calymolzÅ2 estimated by Eisenberg and McLachlan (15) but
is different from that reported by Pickett and Sternberg (17),
which is 234.3 6 3 calymolzÅ2 per apolar C atom. In the latter
work, a correction due to the different volume of solute and
solvent was added (41). Moreover, it may be noticed that Juffer
et. al (16) reported Eisenberg–McLachlan estimates to yield
more consistent results.

In conclusion, we have observed that, in eight Hb mutants,
perturbation of the stability of the a1b2 1 a2b1 protein–protein
interface is dominated by the hydrophobic component of
nonbonding interactions. Our experimental estimate of 215 6
1.2 calymolzÅ2 of buried hydrophobic surface, in good agree-
ment with calculations by Eisenberg and McLachlan (15), is
taken as an experimental reference value to estimate stability
in engineering protein–protein interfaces.
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FIG. 3. (A) Plot of observed D(DG0) vs. calculated D(DG0) ac-
cording to Eisenberg and McLachlan (empty squares) or Pickett and
Sternberg (closed squares). (B) The same as A, corrected for the
complementarity cost (see text).
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