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Abstract: Theoretical models for lexical access to visual objects have been based mainly on adult data. To
investigate the developmental aspects of object recognition and lexical access in children, a large-scale
functional MRI (fMRI) study was performed in 283 normal children ages 5–18 using a word–picture
matching paradigm in which children would match an aurally presented noun to one of two pictures
(line drawings). Using group Independent Component Analysis (ICA), six task-related components were
detected, including (a) the posterior superior temporal gyrus bilaterally; (b) the fusiform, inferior tempo-
ral, and middle occipital gyri bilaterally; (c) the dorsal aspect of the inferior frontal gyrus bilaterally, the
left precuneus, the left superior/middle temporal gyrus, and the anterior cingulate; (d) the right medial
fusiform gyrus; (e) a left-lateralized component including the inferior/middle frontal, middle temporal,
medial frontal, and angular gyri, as well as the thalamus and the posterior cingulate; and (f) the ventral/
anterior aspect of the inferior frontal gyrus bilaterally. Increased activation associated with age was seen
in the components (b) and (d) (ventral visual pathway) for object recognition, and (c) and (f) likely asso-
ciated with semantic maintenance and response selection. Increased activation associated with task per-
formance was seen in components (b) and (d) (ventral visual pathway) while decreased activation associ-
ated with task performance was seen in component (f) (ventral/anterior inferior frontal gyrus). The
results corroborate the continued development of the ventral visual pathway throughout the develop-
mental period. Hum Brain Mapp 28:1060–1074, 2007. VVC 2006 Wiley-Liss, Inc.
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INTRODUCTION

The ability to understand that verbal labels reference ob-
jects in the environment is a major building block for lan-
guage acquisition in young children. In addition to physical
objects, children are able to recognize pictorial representa-
tions of objects from an early age and will attend to pictures
during storybook activities and other situations during which
words refer to pictured objects and actions. Children as
young as 3 years old understand that pictures have a stable
meaning (Apperly et al., 2004), as opposed to written words,
about which many young children incorrectly change their
judgment according to context (Bialystok, 2000). Stability of
meaning with pictures has been hypothesized to stem from
children’s experiences with producing pictures of their own
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and attaching meaning to them (Adi-Japha et al., 1998; Richert
and Lillard, 2002). The distribution of perceptual and func-
tional features in objects generated by young children
appears to be similar to adults (Hughes et al., 2005; McRae
and Cree, 2002).

There is a dependent relationship between ability of young
children to represent object features and their ability to label
(Jones and Smith, 2005). Likewise, children’s ability to gener-
alize labels to multiple exemplars of the same item, and even
to over-extend the use of those labels to different objects, is
influenced by the perceptual similarities among the objects
(Landau and Leyton, 1999; Samuelson and Smith, 2005; Smith
et al., 1996b). However, children’s representation of object
attributes can differ from adults, which is another potential
influence on over-extension of both object categories and the
labels used to represent the objects (Abecassis et al., 2001).

To investigate the developmental aspects of object encod-
ing and association with verbal labels, we performed a large-
scale functional MRI (fMRI) study in normal children aged
5–18 using a word–picture matching paradigm. Children
matched an aurally presented noun to one of two line draw-
ings; the control task consisted of meaningless stimuli in both
the auditory and visual domains. This particular task is
designed to tap word-level (lexical) skills that should be fully
established by the age of 5 years, and is part of a battery of
fMRI language development paradigms we have used to in-
vestigate age dependencies in the neural substrates at the lex-
ical and sentential level in the developing brain.

While the ideal paradigm would be to incorporate trials
involving only meaningful auditory and visual stimuli, in
order to dissociate the neuronal circuitry involved with
each, such a design would have been impracticable in this
study population (with very young children) due to its
length. To overcome this limitation we used group Inde-
pendent Component Analysis (ICA) (Calhoun et al., 2001;
Schmithorst and Holland, 2004) as a method for analyzing
the data, with a recently developed method (Schmithorst
et al., 2006) of investigating developmental changes in the
components. ICA provides the advantage of being able to
separate out cortical networks involved with different cog-
nitive components without needing to know the hemody-
namic response functions a priori. The resulting compo-
nents detected through ICA can be compared with models,
such as the one we will propose here, to understand their
contribution to cognitive tasks, and investigated for any
effects related to age or task performance (Schmithorst
et al., 2006). Under a limited set of assumptions (Calhoun
et al., 2004; Duann et al., 2002), ICA components can be as-
sociated with separate cognitive components and be held to
represent distinct processing modules in the neural sub-
strates supporting a given task. The limitation in this ap-
proach is that the specific cognitive function (e.g. visual
association, motor function, etc.) associated with each ICA
component must be inferred from prior knowledge about
the functionality of the detected cortical regions.

Various models that link visual representations (e.g.,
words, pictures) to verbal codes exist in the literature. We

propose a simple model of this process (displayed in Fig. 1),
which incorporates aspects of broader models (e.g. Beeson
and Hillis, 2001; Ramus, 2001) that have sought to explain
visual–verbal associations. However, our model has been
modified from these to more closely mirror the aspects of
the specific task used in this study. In previous models, rec-
ognition of a visual object as a known object permits access
to a semantic lexicon that associates meaning with the object.
Current models consider the semantic system to be available
to both verbal and nonverbal processing for meaning (Beeson
and Hillis, 2001; Ramus, 2001). This general semantic system
provides the bridge for comparing meaning from the visual
domain with that coming from the parallel auditory–verbal
stream. At this level, task specific demands are represented
by the need to compare the semantic content of the verbal
and visual representations. This process may also require
both attention and memory as the verbal label is held in me-
mory during the semantic comparison with the pictures. Once
the child has established a match, a response is initiated.

We will compare the physiological components identified
through ICA with the theoretical constructs of the model we
have proposed, with specific attention to developmental
aspects. ICA should identify independent components re-
lated to auditory and visual processing streams. Other com-
ponents should reflect the cognitive processes of memory,

Figure 1.

Model of task requiring semantic association between pictures and

spoken words. * indicates processes requiring sustained attention

to stimuli. þ indicates processes requiring working memory. [Color

figure can be viewed in the online issue, which is available at www.

interscience.wiley.com.]
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attention, and semantic association. Since we also predict
improved performance with age, due to the developing neu-
ronal circuitry, task performance will be incorporated as a
covariate in all developmental analyses.

We make several predictions related to development of
maturing neuronal circuitry. Based on previous studies
(Gathers et al., 2004; Kovacs, 2000; Kovacs et al., 1999), we
predict significant developmental changes in the ventral vis-
ual areas associated with object recognition. The object rec-
ognition component of the model involves attention to and
encoding of the visual representation (in the primary visual
cortex), with subsequent object encoding (in the ventral vis-
ual pathway). Functional imaging studies (e.g., Gerlach
et al., 1999; Kellenbach et al., 2005) make a distinction be-
tween object processing in general vs. recognition of an ob-
ject as real. The latter may require comparison to stored rep-
resentations of objects previously encountered (Gerlach et al.,
1999). Neuroimaging evidence suggests developmental changes
in the functional organization of the ventral visual process-
ing stream (used for object recognition) in children aged 5–
11 years (Gathers et al., 2004). While children of 9–11 years
showed face-preferential activation near the classical fusi-
form face area, children of 5–8 years old showed face-prefer-
ential activation in the posterior ventral visual processing
pathway. An anterior shift in the ventral processing stream
locus with age was hypothesized for visual processing tasks,
which require skilled perceptual differentiation of objects.
Developmental changes have also been shown in visual
object perception. Adults possess greater ability to recognize
degraded objects than children, and also display less percep-
tual interference (Bernstein et al., 2005). Infants and young
children often over-extend their use of object labels to in-
clude other objects that are similar in shape (Clark, 1973;
Gershkoff-Stowe and Smith, 1997, 2004), such as calling a
piece of irregularly hardened clay a ‘‘dinosaur’’ (Samuelson
and Smith, 2005). This, along with the tendency of children
to organize shape information differently than adults (Abe-
cassis et al., 2001), suggests how children represent objects
conceptually changes with age.

We do not predict a similar developmental change in the
auditory to phonological transcoding branch of the model.
The words selected for use in the study are typically in the
receptive vocabulary of children at about 2 years of age and
should be familiar in meaning to even our youngest subjects
at the age of five. We predict, however, that activation asso-
ciated with semantic processing will show a developmental
change due to changes in both the conceptualization of vis-
ual objects and refinements in the understanding of word
meanings. For objects, young children can show over-exten-
sion of object classifications, which can result in the genera-
tion of erroneous or tangential semantic information in asso-
ciation with those objects. Likewise, word meanings undergo
both over- and under-extensions of meaning until the child
converges on an adult-like conceptual representation. We
therefore predict increased activation in areas used for
semantic processing as the word meanings attached to pho-
nological strings become increasingly familiar, semantically

refined, and even overlearned with age. As such, children’s
processing of words should reflect an expansion of word
processing from simply phonological to increasingly seman-
tic with age. Such a shift from phonological to semantic rep-
resentations has been seen previously in children aged 5–11
(Dewhurst and Robinson, 2004).

MATERIALS AND METHODS

Subjects were recruited by advertisement following Institu-
tional Review Board approval for the study. Advertisements
were broadcast on local television stations and newspapers,
and posted in primary care clinics within the hospital and in
the metropolitan area. Healthy siblings of patients at our hos-
pital were invited to participate. All potential participants
were pre-screened by questionnaire and structured telephone
interview for any conditions (such as the presence of ortho-
dontic braces), which would prevent an MRI scan from being
acquired, prior to being scheduled for further examinations.

All children underwent a brief neurological examination
administered by a pediatric neurologist and subjects who did
not test within the normal range were excluded. At the neuro-
logical examination, our inclusion criteria were reviewed
with the subject/family, and subjects who were failing to
maintain a C-average in school or had a positive history for
neurologic or psychiatric disease, or a previous clinically indi-
cated MRI scan, were excluded. Subjects were likewise ex-
cluded if they were under treatment (including medication)
for any neurological or psychiatric conditions. These criteria
excluded any subjects being treated with psychoactive drugs
such as atypical stimulants, anti-depressants, or serotonin
reuptake inhibitors. Additional exclusion criteria included
learning disability, head trauma with loss of consciousness,
pregnancy, and birth at 37 weeks gestational age or earlier.

The structural MR images obtained for each subject during
this study were read by a pediatric neuroradiologist. Abnor-
mal findings were reported to the subjects’ primary physi-
cians through an IRB-approved process. One boy had an ab-
normal anatomical MRI image (arteriovenous malformation)
and was therefore subsequently excluded from the study.
Other subjects were excluded for the following reasons: 2
were greater than the 95th percentile for weight; and 4 were
greater than the 95th percentile for height. Two children had
previously had an MRI scan of the brain for clinical indica-
tions (one left facial droop and one back pain and tingling).

Two hundred eighty-three children (143 boys, 140 girls)
were successfully scanned using the picture–word matching
task as part of this study following informed consent by the
child’s parent or guardian (assent was also obtained from sub-
jects 8 years and older). All subjects were native monolingual
English speakers. A complete age and gender breakdown of
the subjects is detailed in Table I. Two hundred and sixty-five
of the subjects were right-handed, 16 were left-handed, and 2
were ambidextrous according to the Edinburgh (Oldfield,
1971) test for handedness. The racial/ethnic background of
the subjects was 248 Caucasian, 23 African-American, 2 Asian,
3 Hispanic, 1 Native American, 6 Multi-Ethnic. Neurocogni-
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tive assessment and testing was done under the supervision
of a board certified pediatric neuropsychologist. All subjects
received the Wechsler Preschool and Primary Scale of Intelli-
gence, Revised (WPPSI-R); Wechsler Intelligence Scale for
Children, Third Edition (WISC-III) or the Wechsler Adult
Intelligence Scale, Third Edition (WAIS-III); and the Oral and
Written Language Scales (OWLS) (Carrow-Woolfolk, 1996).
Mean age ¼ 12.2 6 3.67 years (range ¼ 5.2–18.9 years.); Mean
Wechsler Full-Scale IQ ¼ 111.0 6 13.62 (range ¼ 74–146);
Mean OWLS ¼ 107.3 6 14.14 (range ¼ 72–149). Three subjects
had a Full-Scale IQ < 80 and five subjects had an OWLS score
< 80; they were not excluded from the study population as
there was no documented history of learning disability, and
the frequency of such findings was not greater than expected
given the total sample size.

MRI scans were obtained using a Bruker 3T Medspec
(Bruker Medizintechnik, Karlsruhe, Germany) imaging sys-
tem. An MRI-compatible audiovisual system was used for
presentation of the stimuli as well as a movie during the
preparation (e.g. shimming) and acquisition of the whole-
brain anatomical scans. Details of the techniques used to
obtain fMRI data from younger children, as well as the suc-
cess rates, are given in Byars et al. (2002). EPI-fMRI scan pa-
rameters were the following: TR/TE ¼ 3,000/38 ms; BW ¼
125 kHz; FOV ¼ 25.6 � 25.6 cm2; matrix ¼ 64 � 64; slice
thickness ¼ 5 mm. Twenty-four slices were acquired, cover-
ing the entire cerebrum. One hundred ten scans were
acquired (the first 10 were discarded to allow the spins to
reach relaxation equilibrium) for a total scan time of 5 min
30 s. Techniques detailed elsewhere (Byars et al., 2002) were
used to acclimatize the subjects to the MRI procedure and
render them comfortable inside the scanner. An elastic
strap was attached to either side of the head coil apparatus
by means of Velcro strips and stretched over the subjects’
foreheads in order to minimize head motion. In addition to
the fMRI scans, whole-brain T1-weighted MP-RAGE scans
were acquired for anatomical coregistration.

The fMRI scan paradigm consisted of a 30 s on–off block
design, with five active and five control epochs. All stimuli

were presented using MacStim (White Ant Software, Mel-
bourne, Australia). Stimuli were presented at a rate of one
every 3 s for 10 stimuli during each epoch. During the
‘‘active’’ epochs, the subjects matched visually-presented,
line-drawn (without color), pictures to aurally-presented
nouns. Subjects were shown two pictures, one on the left
side, and one on the right side of the viewing field. Simulta-
neously to the video presentation, subjects heard a noun
corresponding to one of the pictures. Subjects pressed a but-
ton in the left or right hand, corresponding to the side of
the video screen on which the picture was presented that
matched the aurally presented noun.

During the ‘‘control’’ epochs, subjects were shown a pair of
‘‘abstract’’ pictures side-by-side on the video screen. By press-
ing the left or right button they selected the target picture
which they learned prior to the scanning session. Each abstract
picture pair was accompanied by a tone, presented to parallel
the auditory presentation of words during the active epochs.
Examples of active and control stimuli are shown in Figures 2
and 3, respectively. All responses were recorded and stored
for further analysis. All subjects met a criterion of P < 0.05 for
responding correctly at a greater than chance level.

Data was processed using in-house software written in
IDL (Research Systems Inc., Boulder, CO). Nyquist ghosts
and geometric distortion due to B0 field inhomogeneity were
corrected during reconstruction using a multi-echo reference
scan (Schmithorst et al., 2001). Data was corrected for subject
motion using a pyramid iterative algorithm (Thevenaz and
Unser, 1998). Datasets were deemed to have an acceptable
amount of subject motion if the median voxel displacement
at the corner of the image space (corresponding to the maxi-
mum voxel displacement in each frame based on the param-
eters from the coregistration algorithm) was <3 mm (3/4 of
a voxel), which roughly corresponds to <2 mm or half of a
voxel (or less) in the center of the brain. The fMRI data was
subsequently transformed into stereotaxic space (Talairach
and Tournoux, 1988) using a linear affine transformation,
previously validated for the age range in our study (Muzik
et al., 2000; Wilke et al., 2002).

TABLE I. The study population, task performance (mean % correct ± std. dev.), and reaction time in seconds

(mean 6 std. dev.), broken down by age and gender

Age No. of M No. of F Performance (M) Performance (F) Reaction time (M) Reaction time (F)

5 6 4 74 6 6 81 6 10 2.32 6 0.18 2.36 6 0.18
6 7 9 76 6 9 83 6 8 2.37 6 0.19 2.38 6 0.08
7 9 9 81 6 8 84 6 3 2.36 6 0.15 2.38 6 0.17
8 12 10 82 6 7 82 6 9 2.34 6 0.12 2.38 6 0.16
9 12 11 89 6 4 86 6 7 2.35 6 0.16 2.40 6 0.09

10 12 10 86 6 5 87 6 9 2.42 6 0.84 2.45 6 0.07
11 15 7 90 6 4 87 6 8 2.44 6 0.08 2.43 6 0.05
12 15 14 89 6 3 90 6 5 2.42 6 0.12 2.33 6 0.18
13 14 17 88 6 6 88 6 7 2.34 6 0.14 2.40 6 0.13
14 10 10 86 6 8 85 6 6 2.27 6 0.13 2.19 6 0.24
15 9 7 88 6 7 91 6 3 2.35 6 0.14 2.43 6 0.07
16 9 9 90 6 3 90 6 6 2.31 6 0.16 2.40 6 0.11
17 10 12 90 6 5 92 6 2 2.38 6 0.11 2.40 6 0.10
18 3 11 89 6 4 89 6 7 2.31 6 0.17 2.43 6 0.11
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The subject-wise concatenation approach (Calhoun et al.,
2001), shown to provide superior performance to other pro-
posed methods (Schmithorst and Holland, 2004) was used
for the group ICA analysis. The ICA time courses were sub-
sequently analyzed via the data-driven analysis techniques
outlined in Schmithorst et al. (2006). We refer the reader to
the above-cited papers (Calhoun et al., 2001; Schmithorst
et al., 2006) for a detailed description and only provide a
summary here.

Hierarchical agglomerative clustering (Himberg et al.,
2004) was used to validate the found components (due to the
stochastic nature of the ICA algorithm). Task-related compo-
nents were determined by testing the average (complex)
Fourier component at the on–off task frequency from the
time courses associated with each component for a signifi-
cant difference (i.e. two-dimensional distance) from zero
using a one-sample t-test using a threshold of P ¼ 0.01 (Bon-
ferroni-corrected for the 52 found components). There were
13 components deemed to be ‘‘task-related’’ using the afore-
mentioned criteria; however, 7 components were rejected as
related to motion artifacts via visual determination by the
investigators (data not shown). For the 6 remaining compo-
nents, a one-sample t-test was performed on the individual
IC maps on a voxelwise basis; a stringent criterion of t > 12
was used, corresponding to P < 1e–10, Bonferroni-corrected
for multiple voxel comparisons. For reference, a standard
GLM analysis (Worsley and Friston, 1995) was also per-
formed using the on–off task reference function as the
regressor of interest; a random-effects analysis was per-
formed using the same threshold as used for the IC maps.

The ICA associated time courses were tested for effects of
age (covarying for performance) and performance (covarying
for age) using the methods detailed in Schmithorst et al.
(2006). Both the hypothesis-driven method (using a GLM-like
analysis on the time courses) and the data-driven method
(finding an optimized reference time course (Schmithorst
et al., 2006)) were used. The data-driven optimized time

Figure 3.

Example of a picture pair from the control phase of the picture-word matching task (the left image

is the correct response, learned by the subjects prior to the scanning session; subjects hear con-

stant frequency tone of 1 s duration). Figure reprinted with permission of the authors.

Figure 2.

Example of a picture pair from the active phase of the picture-

word matching task (subjects hear ‘‘lamp’’). Figure reprinted with

permission of the authors.
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course is then tested for task-relatedness by correlating
with the on–off task reference function. The difference
between the two approaches is that the first method tests
for significant associations between subject age or perform-
ance and shape of the time courses, as determined by an a
priori criterion (correlation with the task reference), while
the second method finds a maximum-likelihood descriptor
of any age or performance effect present, and then analyzes
it a posteriori.

RESULTS

All subjects performed at a better than chance level with
P < 0.05 (corresponding to 32 correct responses out of 50).
A slightly better performance was seen in girls compared to
boys, only significant at the level of a trend (U ¼ 1.37, P ¼
0.085, Mann-Whitney U-test). A significant effect was seen
for subject age (Spearman’s R ¼ 0.43, P < 0.001) on perform-
ance. However, no significant effect was seen for Full-Scale

IQ (Spearman’s R ¼ 0.037, P > 0.5), and the effect for OWLS
scores just reached significance (Spearman’s R ¼ 0.12, P <
0.05). For mean reaction times, no significant effect was seen
due to gender (U ¼ 1.21, P > 0.1), age (Spearman’s R ¼
�0.007, P > 0.9), or OWLS (Spearman’s R ¼ 0.09, P > 0.1); a
barely significant effect was seen due to IQ (Spearman’s R ¼
0.12, P < 0.05). There was a highly significant correlation
(Spearman’s R ¼ 0.27, P < 1e–5) between reaction time and
performance, with greater mean reaction time correlating
with improved performance. This effect retained significance
when subject age was included as a covariate (partial R ¼
0.35, P < 1e–5); and was significant both for younger (ages <
12 years) children (Spearman’s R ¼ 0.35, P < 1e–4) and older
(ages � 12 years) children (Spearman’s R ¼ 0.27, P < 1e–3).
A breakdown of reaction times and performance by age and
gender are given in Table I.

In addition to the 283 children with acceptable data, data-
sets from 17 children were rejected due to excessive motion,
while datasets from 50 children were rejected due to failure
to perform at a better than chance level. In the accepted

Figure 4.

Six task-related independent components found from group anal-

ysis of 283 children aged 5–18 performing the task of word-pic-

ture matching (matching the correct choice of two pictures to an

aurally presented noun). Slice ranges (Talairach coordinates): (a) Z

¼ �25 to þ30 mm; (b) Z ¼ �20 to þ35 mm; (c) Z ¼ �15 to

þ40 mm; (d) Z ¼ �25 to þ30 mm; (e) Z ¼ �10 to þ45 mm; (f)

Z ¼ �25 to þ30 mm. All images in radiologic orientation. [Color

figure can be viewed in the online issue, which is available at

www.interscience.wiley.com.]
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data, there was a significant correlation of motion with sub-
ject age (Spearman’s R ¼ �0.22, P < 0.001) and task perform-
ance (Spearman’s R ¼ �0.21, P < 0.001), as would be ex-
pected. In the children 7 years and younger, however, the
mean amount of motion (computed according to the method
described in the Materials and Methods section) was only
�1 mm at the corner of the image space; thus corresponding
to less than 1 mm in the brain. Thus motion artifacts are
unlikely to contribute significantly to our results. In addition,
ICA is able to separate out spurious ‘‘activation’’ related to
small amounts of motion in separate components, as was the
case here.

The six task-related ICA components were ordered (leading
to lagging) according to the phase of the average Fourier
component relative to the reference on–off time course and
are displayed in Figure 4. The average time courses associ-
ated with each component are plotted in Figure 5. All com-
ponents were found in 24 or 25 of the ICA runs (e.g. the clus-
ter size was 24 or 25), indicating a high degree of reliability.
The GLM analysis (see Fig. 6) resulted in the detection of the
same general regions as the ICA analysis, including the fusi-
form gyrus and middle occipital gyrus bilaterally, and Bro-
ca’s area and the middle temporal gyrus in the left hemi-
sphere; the lack of complete agreement between ICA and
GLM results for group analyses has been discussed previ-
ously (Schmithorst and Brown, 2004).

Components were found with activation in the most poste-
rior part of the superior temporal gyrus bilaterally (Fig. 4a);
the fusiform gyrus, inferior temporal gyrus, and middle and
superior occipital gyrus bilaterally (Fig. 4b); the inferior fron-
tal gyrus bilaterally (BA 44/45), as well as the anterior cingu-

late and left superior temporal gyrus and precuneus (Fig. 4c);
the right fusiform gyrus (Fig. 4d); a left-lateralized compo-
nent including the middle frontal gyrus, middle temporal
gyrus, medial frontal gyrus, inferior frontal gyrus, left angu-
lar gyrus, thalamus, and posterior cingulate (Fig. 4e); and the
inferior frontal gyrus bilaterally (BA 47) (Fig. 4f). A summary
of the activation foci (determined by finding the peak in the
IC source map) for each component is listed in Table II. All
averaged time courses were correlated with the task on–off
reference function with a correlation coefficient of R > 0.3 or
greater.

For the analysis of developmental trends using the a pri-
ori criterion of fit to the on–off task reference function, the
components in Figure 4d (R ¼ 0.17, corrected P < 0.05) and
Figure 4f (R ¼ 0.17, corrected P < 0.05) showed a significant
increase (Bonferroni-correcting for the multiple comparisons
across the six components) of task-relatedness with age (co-
varying for performance). The components in Figure 4b (R ¼
0.12, uncorrected P < 0.05) and Figure 4c (R ¼ 0.13, uncor-
rected P < 0.03) showed only nominally significant age-
related effects, which would not retain significance after
correcting for the multiple comparisons across the six com-
ponents. Using the data-driven approach of finding a maxi-
mum-likelihood reference time course, the null distribution
was found via Monte Carlo simulation as described in Schmi-
thorst et al. (2006) (e.g. substituting random numbers for the
independent variables). The components in Figure 4b,d
(corrected P < 0.01) and Figure 4c (corrected P < 0.025) dis-
played a significant effect due to subject age when com-
pared with the null distribution; the component in Figure 4f
was significant at the level of a trend (corrected P < 0.075).

Figure 5.

Time courses (bands 61s) associated with the independent components shown in Figure 4.
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Correlating the reference time course with the on–off task
reference function for those components verified that the
age-related components were also task-related (R > 0.45 for
all components, P < 1e–5). The results indicate increasing
use of the regions shown in Figure 4b (lateral fusiform, infe-
rior temporal, and middle/superior occipital), Figure 4c
(inferior frontal; BA 44/45), Figure 4d (right medial fusi-
form), and Figure 4f (bilateral inferior frontal gyrus; BA 47)
with subject age. The ICA methodology used is not able to
detect changes in lateralization within a single component,
which is generated from all subjects. However, ICA can be
used to detail the source of changes in laterality via isolat-
ing the specific lateralized components where they occur.
The slightly left-lateralized component in Figure 4c increases
in activation with age, as does the right-lateralized compo-
nent in Figure 4d.

For analysis of performance effects, using the a priori crite-
rion of fit to the on–off task reference function, the compo-
nents in Figure 4b (partial R ¼ 0.18, corrected P < 0.02) and
Figure 4f (partial R ¼ �0.19, corrected P < 0.01) displayed a
significant effect related to performance (covarying for age);
the component in Figure 4d (partial R ¼ 0.14, uncorrected
P < 0.02) displayed a nominally significant effect. Using the

data-driven approach, the components in Figure 4b (corre-
cted P < 0.001), Figure 4d (corrected P < 0.05), and Figure 4f
(corrected P ¼ 0.03) showed significant performance-related
effects (covarying for age). Correlating the optimal data-
driven reference function with the on–off task reference
function, the components in Figure 4b (R ¼ 0.86, corrected
P < 1e–6), Figure 4d (R ¼ 0.53, corrected P < 1e–6), and
Figure 4f (R ¼ �0.54, corrected P < 1e–6) also showed signif-
icant task-related effects. The results indicate a positive asso-
ciation of activation in the regions shown in Figures 4b,d
(visual association areas), and a negative association of acti-
vation in the regions shown in Figure 4f (bilateral inferior
frontal gyrus; BA 47) with task performance.

Both analyses of age and performance effects display an
overall greater sensitivity of the data-driven approach over
the hypothesis-driven approach; however, the hypothesis-
driven approach may display greater sensitivity for an indi-
vidual component, indicating the complementarity of the
two techniques. The hypothesis-driven approach, incorpo-
rating an a priori time course, will yield greater sensitivity
when the time course can be specified with sufficient accu-
racy; however, the data-driven approach is useful when
there is insufficient prior knowledge, yielding information
otherwise inaccessible via a hypothesis-driven approach.
Scatterplots of the fit of the individual time courses to the
optimized reference time course found from the data-
driven analyses for the four components displaying an ageFigure 6.

Results from a random-effects GLM analysis of 283 children aged

5–18 performing the task of word-picture matching. Slice range: Z ¼
�20 to þ55 mm (Talairach coordinates). All images in radiologic ori-

entation. [Color figure can be viewed in the online issue, which is

available at www.interscience.wiley.com.]

TABLE II. Activation foci (Talairach coordinates) for

each of the ICA components displayed in Figure 4

Component BA Region X, Y, Z

1a 22 R. superior temporal
gyrus

46, �41, 10

22 L. superior temporal gyrus �54, �45, 10
1b 37 R. fusiform/inferior

temporal gyrus
42, �61, �5

37 L. fusiform/inferior
temporal gyrus

�42, �65, �5

19 R. middle/superior
occipital gyrus

34, �69, 10

19 L. middle/superior
occipital gyrus

�34, �73, 10

1c 21/22 L. middle/superior
temporal gyrus

�54, �41, 15

44/45 R. inferior frontal gyrus 42, 19, 20
44/45 L. inferior frontal gyrus �42, 7, 25

24 Anterior cingulate �6, �1, 30
7 L. precuneus �26, �57, 40

1d 19/37 R. fusiform/lingual 18, �65, �10
1e 10/46 L. inferior/middle

frontal gyrus
�38, 43, 0

21 L. middle temporal gyrus �54, �33, 0
L. thalamus �6, �17, 15

39 L. angular gyrus �46, �57, 30
31 Posterior cingulate �10, �45, 35

44/9 L. inferior/middle
frontal gyrus

�38, 11, 40

8 L. medial frontal gyrus �6, 31, 45
1f 47 R. inferior frontal gyrus 30, 15, 0

47 L. inferior frontal gyrus �34, 15, 0
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effect are displayed in Figure 7. Performance effects were
removed via stepwise regression and the data was sepa-
rated out for boys and girls; a two-way ANCOVA with age
and sex as the independent variables revealed neither a sig-
nificant main effect for sex nor an age-by-sex interaction in
any of the four components.

DISCUSSION

Interpretation of ICA Results

Spatial ICA reveals ‘‘chronoarchitectonically identified
areas’’ (Bartels and Zeki, 2004) or functionally connected
regions. The presence of different cortical regions in the
same ICA component implies that they are active at the same
time (subject to the limitations of the temporal resolution of
the fMRI data acquisition); otherwise, the ICA algorithm
would have separated them out into different components.
ICA provides different information than other techniques
such as diffusion tensor imaging (DTI), or functional connec-
tivity maps based on resting-state fMRI data (Lowe et al.,
1998). The existence of strong anatomical connections be-

tween two cortical regions is a necessary but not sufficient
condition for them to appear in the same task-related ICA
component; if a given cognitive task recruits only one of
those regions then there will be a component separated by
ICA containing only that region.

In addition, under certain minimal assumptions (e.g. Cal-
houn et al., 2004; Duann et al., 2002) the spatial independ-
ence of the ICA components may be equated with their
modularity, linking each ICA component found to a specific
cognitive task. This is subject to the caveat that, due to the
finite number of voxels, spatial independence of the compo-
nents found cannot be assumed with absolute certainty.
This limitation is likely not significant in the current study,
however, due to the excellent signal-to-noise ratio provided
by the very large number of subjects.

Neural Correlates of the Task Components

As ICA is a data-driven analysis, the precise roles of the
found components cannot be determined directly. How-
ever, the components can be compared with the cognitive

Figure 7.

Scatterplots of the goodness-of-fit pa-

rameters (T-scores) of regression of the

associated IC time courses from each

subject to the reference time course

found from the data-driven developmen-

tal ICA analyses components for the

components displayed in Figures 4b,c,d,

and f (Y axis) as a function of subject age

in months (X axis); effects of task per-

formance were removed via stepwise

regression. Legend: Boys ¼ plus signs,

gray line; Girls ¼ asterisks; black line.
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model to determine areas of convergence, based on previ-
ous neuroanatomical and neuroimaging findings. The cog-
nitive model for the task employed posits initial independ-
ent processing of visual and auditory information, both of
which are linked to a general semantic store. Shared access
to semantic information allows the participant to compare
the visual and auditory information to match a target pic-
tures with a spoken word. Although our model of the task
begins with sensory input in the auditory and linguistic
modalities, our task design controlled for these processes
by including both auditory and visual processes in the con-
trol task. Therefore, it is not surprising that primary visual
and primary auditory cortex were not seen as ICA compo-
nents. Note also that a motor response was also executed in
both the experimental and control conditions, so that the
motor response component was not task-related. The
remaining elements of the cognitive model were expected
to generate task-related ICA components.

Visual Processing

Our model posits a transcoding of visual input to object
perception and object recognition. These cognitive processes
should draw heavily on the ventral visual stream and should
be independent of functions related to auditory processing.
We also expected these processes to show age-related changes,
based on findings on the development of object recognition
in children (Gershkoff-Stowe and Smith, 2004; Samuelson
and Smith, 1999). Two components (Fig. 4b,d) identified
through the ICA analysis fit this description.

These components in Figure 4b,d (ventral visual pathway)
were the most strongly correlated with age, and had the
strongest associations with task performance. Human visual
development has been thought previously to be completed
at an early age (e.g. Bornstein et al., 1976; Dobson and Teller,
1978; Kellman and Spelke, 1983; Nelson and Horowitz,
1987). However, more recent research indicates maturation
of neuronal circuitry used for visual processing may extend
well into later childhood (Burkhalter, 1993; Burkhalter et al.,
1993). Integration of contours against a dense noise field was
shown to exhibit significant development in children be-
tween 5 and 14 years of age (Kovacs et al., 1999). Our data
supports the interpretation of a longer developmental time
course for the simple visual processing that is a prerequisite
for object recognition.

Previous studies that have involved various forms of ob-
ject recognition from line drawings have reported bilateral
activation of posterior inferior structures, including lateral
occipital cortex and fusiform gyrus (Gerlach et al., 1999;
Kellenbach et al., 2005; Shen et al., 1999; Simons et al.,
2003). The activation described in these studies corresponds
most closely with that seen in Figure 4b. The ventral visual
pathway (the ‘‘what’’ pathway), includes the lateral fusi-
form and inferior temporal gyrus (BA 37), and extends into
the middle occipital gyrus (BA 19). In our study, the com-
ponent shown in Figure 4b is the most task-related (e.g.
most highly correlated with the task reference function).

This component is somewhat left-lateralized, corresponding
to previous studies showing left-dominant activation in vis-
ual form recognition of unnamable pictures (object encoding
in our model) (Shen et al., 1999). A recent fMRI study (Simons
et al., 2003) has shown differential activation in the right and
left fusiform gyrus to the presentation of novel or repeated
items. However, when the repeated item is represented from
a different view, activation is reduced only for the left fusi-
form gyrus, suggesting recognition of the picture as the same
object as previously seen. This further suggests that this area
represents the object as a unique item regardless of the spe-
cific perceptual features viewed (object recognition in our
model). Additionally, activity in the left fusiform modulated
according to whether a real word or nonword was pre-
sented. This manipulation varied the semantic content asso-
ciated with a phonological signal, suggesting the left fusi-
form in particular supports linkages between the perceptual
representation of recognized objects and the semantic store.
The left fusiform gyrus has also been recruited when sub-
jects performed a context verification task of the semantic fit
of target words within preceding sentential contexts (Hoenig
and Scheef, 2005). The component in Figure 4b, however, is
left-lateralized rather than left localized, as the information
regarding visual form available from the right fusiform also
needs to be used.

The ICA revealed a second, separate component involving
the fusiform gyrus, which is almost completely right-lateral-
ized (Fig. 4d). The existence of this independent component
may have been masked in other studies because of its close
spatial proximity with areas active in Figure 4b, which has
been previously described. However, a similar region in the
right fusiform was found in a study of children who viewed
faces and pictured objects (Gathers et al., 2004), although this
same area was not seen in the adult subjects also studied.
This suggests a developmental effect that is consistent with
the age correlation for Figure 4d in the present study. The
Gathers et al. study did not require semantic mapping in
order to complete the task; children merely indicated when
they saw an image. However, the children may not have
been able to suppress semantic associations for items either.
Other studies have suggested that the right anterior fusiform
may contribute to semantic tasks such as naming (Etard
et al., 2000), and bilateral fusiform activation was seen for
writing words as compared to writing letters of the alphabet
(Beeson et al., 2003). Intracranial recordings of the human
brain also differentiate two areas within the basal temporal
lobe, with the more anterior regions showing preferential
responses to the semantic context of words whereas the pos-
terior portion responded equally to printed words and non-
words (Nobre et al., 1994). The nature of the associated time
course for component 4d also suggests some involvement in
semantic processing. This component indicates greater acti-
vation intensity during the last three active epochs as com-
pared to the first two. This may be due to the subjects’ recog-
nition over the sequential blocks that the pairs of pictures
were quite distinct in terms of their semantic content (e.g.,
‘‘cat’’ vs. ‘‘door’’), resulting in the possibly more ‘‘efficient’’
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strategy of using the right fusiform gyrus for naming (Etard
et al., 2000), although further research will be necessary to
verify this hypothesis.

Phonological Processes

Several of the ICA components involve cortical regions
classically associated with language functions (Fig. 4a,c,e,f).
Our model makes a distinction between processes related to
the phonological encoding of incoming acoustic stimuli and
the recognition of the string of phonological units as a real
word, prior to accessing the meaning of that word. Process-
ing of speech sounds has been associated with regions in the
posterior superior temporal lobe (e.g. Belin et al., 2002;
Binder et al., 2004; Jancke et al., 2002; Specht and Reul, 2003).
Several of our ICA components showed activation in this
general region (Fig. 4a,c,e). However, they differed notably
in their lateralization and extent. Previous research has de-
scribed bilateral regions of activation similar to that shown
in Figure 4a (posterior superior temporal gyrus). However,
this component shows a right lateralization, which is not
consistent with the well established pattern of left lateraliza-
tion for speech sounds (Jancke et al., 2002; Specht and Reul,
2003). Instead, the smaller regions of superior temporal acti-
vation seen in Figure 4c show that left lateralization is more
consistent with the role of phonetic processing. The modest
negative association with task performance of this compo-
nent supports this interpretation. We would expect less
effortful processing of speech sound sequences, and there-
fore a weaker BOLD response, to be associated with highly
recognizable speech sound sequences that comprise familiar
words.

The anterior activation in Figure 4c (inferior frontal) may
relate to cognitive processes associated with phonetic pro-
cessing. The inferior frontal region, including the insula and
inferior frontal gyrus, activates when subjects are asked to
remember and make decisions about both words and non-
meaningful phonological stimuli (Chee et al., 2004; Dehaene-
Lambertz et al., 2005; Gelfand and Bookheimer, 2003; Jacque-
mot et al., 2003; LoCasto et al., 2004; Seghier et al., 2004;
Shivde and Thompson-Schill, 2004). Similar to activation in
the left temporal region, we might also expect less effort
devoted to phonological maintenance would be associated
with familiar words, resulting in a negative correlation with
the task performance. The idea that this activation corre-
sponds to the maintenance demands of these studies is fur-
ther supported by a TMS study showing impairment only
when subjects were instructed to remember stimuli for later
use vs. when they made judgments concerning those stimuli
(Nixon et al., 2004). However, we know from previous stud-
ies that these areas are differentially active to phonological
vs. semantic (LoCasto et al., 2004; Seghier et al., 2004; Shivde
and Thompson-Schill, 2004) and phonological vs. acoustic
demands (Dehaene-Lambertz et al., 2005; LoCasto et al.,
2004), so that the contribution of this region appears to be in-
dependent from earlier and later acoustic and semantic com-
ponents of our task model.

These same studies that have identified activation in infe-
rior frontal regions associated with phonological rehearsal
also typically identify left lateralized activation in parietal
cortex (e.g. Dehaene-Lambertz et al., 2005; Gold and Buck-
ner, 2002; Jacquemot et al., 2003; Logie et al., 2003; Ravizza
et al., 2004). These are often attributed to the workings of the
phonological loop within the working memory system (Bad-
deley, 1986), although it has recently been suggested that
this area might be more effectively attributed to increased
attentional focus on phonological information (Chein et al.,
2003). We note that the area of activation described in these
studies tends to be somewhat lower than the left parietal
activation found in Figure 4c with our sample of children. It
is more consistent with the location of such activations in
Figure 4e. Note that there is spatial overlap between the pari-
etal activation (as well as frontal activation) in Figure 4c,e,
which would prevent description of these as separate com-
ponents without the use of ICA. The idea that these overlap-
ping regions indeed make separate contributions to the task
is supported by the fact that they are differentially correlated
with the task demands. Whereas the activation seen in Fig-
ure 4c is negatively correlated with task performance and
positively with age, the activation in Figure 4e displays no
age or performance-related effects.

Verbal Semantic Processes

The most left-lateralized independent component, in
Figure 4e, is likely associated with generation of semantic
representations of the words that are heard. This would cor-
respond to access to the semantic store specifically from the
phonological input stream, rather than activation of an amo-
dal semantic store. The activation pattern strongly resembles
that found in verbal semantic processing and fluency tasks
(e.g. Binder et al., 1995; Gaillard et al., 2003; Holland et al.,
2001) and utilizes the left-hemispheric classical Wernicke-
Geschwind network of Broca’s area and Wernicke’s area,
including the inferior parietal lobule recently shown to be
connected to these areas (Catani et al., 2005). The network of
Broca’s area and the inferior parietal lobule has previously
shown to be involved in semantic decision tasks (Bullmore
et al., 2000; Seghier et al., 2004; Shivde and Thompson-Schill,
2004). This network may also include an element of working
memory. The frontal component and inferior parietal lobule
may recruit the phonological loop as described earlier. Their
presence in this ICA component may involve the storing of
speech-based information (Awh et al., 1996; Schumacher
et al., 1996; Smith et al., 1996a) using a covert articulatory
mechanism (Baddeley, 1992) during the comparison of
verbal and picture stimuli.

As previously mentioned, the left-lateralized component
of Figure 4e (classical language areas) did not display a sig-
nificant correlation either with age or with task performance.
This may be a consequence of using stimuli selected because
they are familiar to young children. However, previous pedi-
atric fMRI studies (e.g. Gaillard et al., 2003; Holland et al.,
2001) have found that this network is largely established by
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early childhood even for tasks where children can be ex-
pected to improve with age. In contrast, additional studies
have also shown that the functional activation maps may be-
come more left-lateralized with age for some aspects of lan-
guage (e.g. Holland et al., 2001; Plante et al., 2006). However,
these findings of change with age may reflect the contribu-
tions of other components that show age-related effects (e.g.
the inferior frontal areas shown in Fig. 4c,f) but overlap with
those shown in Figure 4e.

In addition to the lack of a significant age correlation for
activation seen in Figure 4e (classical language areas), there
was also no significant association with performance. This
may be explained by how children of different ages pro-
cessed the stimuli. In adult subjects, the ability to name pic-
tures while ‘‘bypassing’’ Wernicke’s and Broca’s areas has
been shown (Etard et al., 2000), and it was hypothesized
that a direct transcoding from visual object to phonologic
representations (‘‘automatic labeling’’) may occur in this
case. Our older subjects may have employed such a strat-
egy, given the vocabulary items should have been highly fa-
miliar to these individuals. In contrast, our younger subjects
may have been employing a strategy which relied more
heavily on the traditional language regions seen in Figure
4e. Such a difference in how the task was performed could
have cancelled any simple age-related activation effect.

Semantic Integration and Selection

In this experiment, the semantic information from the pic-
tures and from the aurally presented noun is evaluated and
matched in order to determine the final interpretation of
which button to press. The component in Figure 4a involves
the most posterior aspect of the superior temporal gyrus (BA
22) bilaterally and we propose that it is used for the semantic
integration (Friederici et al., 2003), necessary for the compari-
son of different types of information in order to achieve a
final interpretation. This component (with bilateral activa-
tion in posterior BA 22) was also found during ICA analysis
of narrative comprehension in children (Schmithorst et al.,
2006) with a delay in rise of the time course relative to the
beginning of the narration; this was interpreted as BA 22
being involved with the higher-order process of integrating
the sentences into the larger context of the narrative. This
component is likely not involved to the same extent during
the control task, since the control task only involves match-
ing of a visual form, rather than comparing different types
of semantic inputs.

Our task further required children both to make a choice
between the pictured items based on semantic similarities
between one of the pictures and the verbal label. Therefore,
we might expect components related to the semantic selec-
tion aspect of the task. Note that the control task also re-
quired response selection, but the task demands in this con-
dition had little or no semantic load. First, the child always
selected the same item as the target, which appeared ran-
domly on either the right or left side, therefore the job of
classifying the correct image as the target was the same

every trial. There was no coding of new object information
across control trials. Second, the control items were not real-
world objects and therefore did not convey general semantic
or linguistic associations. Therefore, the critical component
present in the semantic task was classifying of either right or
left picture as semantic match to the word presented.

We propose that this element of semantically-driven selec-
tion is represented by the component seen in Figure 4f. Al-
though this activation clearly overlaps spatially with those
seen in Figure 4c,e, the time course differences among these
components suggest this area is engaged in multiple func-
tions (cf. Price and Friston (2005)). For component 4f, we
propose that the dorsal inferior frontal gyrus is involved in
selection among competing alternatives (e.g. the two pic-
tures) from semantic memory, with semantic information
maintained in the left temporal lobe, previously shown from
lesion studies to be involved in modality-independent
semantic representation (Saffran and Schwartz, 1994). This is
consistent with the findings of Binder et al. (2004) who
showed that activation in the superior temporal gyrus pre-
dicted accuracy of identification (was the sound detected),
whereas activation in inferior frontal gyrus predicted re-
sponse times in an auditory identification task (how fast was
the decision made about detection). We would also expect
that the cognitive substrates for decision-making would
show age-related change, as does component 4f. The compo-
nent in Figure 4f also showed a significant negative correla-
tion with task performance, suggesting that less resources
were needed when decisions were relatively easy for the
subject to make.

Future Research and Limitations

A limitation of the current study was the utilization of a
block-design as opposed to an event-related design, which
would allow the distinguishing of correct from error trials,
and provide more information on the relevance of each corti-
cal region or network than was possible in the present study.
Moreover, while performance was covaried for when analyz-
ing age effects, the presence of error trials in the data still rep-
resents a confound. Future fMRI studies utilizing an event-
related design may investigate how the use of the various
cortical areas and their development with age differ when
the stimulus consists of two pictures with disparate as op-
posed to similar semantic content; and when the pictures
consist of easily recognizable stimuli (e.g. ‘‘fish’’) for which
the hypothesized direct object-to-phonological transcoding
path is possible, as opposed to less easily recognizable stim-
uli for which a multitude of interpretations are possible (e.g.
a group of circles which could represent ‘‘peas’’, ‘‘pebbles’’,
or ‘‘balls’’) and for which greater reliance on semantic deci-
sions would be expected.

Newer, more sophisticated fMRI analysis techniques such
as structural equation modeling (SEM) (Solodkin et al.,
2004), path analysis (Bullmore et al., 2000), or dynamic
causal modeling (DCM) (Mechelli et al., 2003) may also help
to further refine current models of information flow in the
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brain. The ICA results can be used to generate a theoretical
(predictive) model, the validity of which may then be tested
with these procedures. In addition, future large-scale diffu-
sion tensor imaging (DTI) studies will provide additional
insight regarding the development of the relevant neuronal
connections and their relevance to language and visual func-
tion; previous DTI studies have found increased anisotropy
with age in white matter association areas (Schmithorst
et al., 2002) and a correlation between frontal and posterior
white matter anisotropy and IQ (Schmithorst et al., 2005).

We note that the control condition, designed to cancel out
cortical regions related to primary auditory and visual pro-
cessing, is not strictly necessary for an ICA analysis, as the
algorithm will separate out the cortical regions related to
different cognitive components. However, failure to include
the control period limits the interpretability of results
obtained using hypothesis-driven techniques such as GLM
analyses (Worsley and Friston, 1995), which may be desira-
ble as a complementary analysis strategy to data-driven
approaches such as ICA.

CONCLUSION

A large-scale fMRI study was conducted on a group of
over 280 children aged 5–18 performing a word–picture
matching task. Using group ICA analysis, separate task-
related regions were detected, including the posterior supe-
rior temporal gyrus bilaterally; the fusiform, inferior tempo-
ral, and middle occipital gyri bilaterally; the inferior frontal
gyrus (BA 44) bilaterally and left precuneus; the right
medial fusiform gyrus; a left-lateralized component includ-
ing Broca’s area, Wernicke’s area, and the angular gyrus;
and the ventral/anterior aspect of the inferior frontal gyrus
(BA 47) bilaterally.

The ICA procedure was able to identify spatially-overlap-
ping regions that had different time courses and frequently
displayed different associations with performance and age.
Thus, ICA provides an advantage relative to more tradi-
tional analyses that mask such differences. When compared
with an a priori model of the cognitive components of the
task, the ICA resulted in components that were plausible
fits to the model components. The results demonstrate the
utility of this statistical approach for extracting cognitively-
relevant information from subjects, such as the children
studied here, who may not be able to tolerate the number of
scan conditions that would be otherwise needed to dissoci-
ate the hypothesized cognitive processes.
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