
Embodied communication:Speakers' gestures affect listeners'
actions

Susan Wagner Cook
The University of Iowa

Michael K. Tanenhaus
The University of Rochester

Abstract
We explored how speakers and listeners use hand gestures as a source of perceptual-motor
information during naturalistic communication. After solving the Tower of Hanoi task either with
real objects or on a computer, speakers explained the task to listeners. Speakers' hand gestures, but
not their speech, reflected properties of the particular objects and the actions that they had previously
used to solve the task. Speakers who solved the problem with real objects used more grasping
handshapes and produced more curved trajectories during the explanation. Listeners who observed
explanations from speakers who had previously solved the problem with real objects subsequently
treated computer objects more like real objects; their mouse trajectories revealed that they lifted the
objects in conjunction with moving them sideways, and this behavior was related to the particular
gestures that were observed. These findings demonstrate that hand gestures are a reliable source of
perceptual-motor information during human communication.

Speakers and listeners have access to a wide variety of information about the world, some of
which does not readily lend itself to representation in language. A paradigmatic example is the
difficulty speakers have in communicating information about how to perform actions in the
world -- for example, explaining how to tie one's shoes or ride a bicycle. When people speak,
however, they also often gesture with their hands. These gestures may be particularly well-
suited for the representation and communication of information about performing actions in
the world. However, given that this sort of procedural knowledge is often not linguistically
accessible (Willingham, Nissen & Bullemer, 1989), it is also possible that detailed procedural
knowledge of a task is not active when people are communicating about a task, especially when
they are not overtly performing any actions or making reference to co-present objects.

If speakers do encode action information in their gesture, one further question is whether
listeners are sensitive to this information. Outside the context of speech, observers are sensitive
to subtle differences in action dynamics when observing overt actions (e.g. Runeson &
Frykholm, 1981; Heyes & Foster, 2002). Moreover, a growing body of research suggests that
perceptual-motor representations are involved in language processing (Glenberg & Kaschak,
2002; Glover, Rosenbaum, Graham, & Dixon, 2004; Kaschak et al., 2005; Richardson, Spivey,
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Barsalou, & McRae, 2003; Zwaan, Stanfield, & Yaxley, 2002). Thus, it is possible that listeners
are using action information from gesture to further inform their construction of meaning.
However, previous work on listener's sensitivity to hand gestures has focused on listeners'
responses to gestures with qualitatively different handshapes, trajectories, and/or locations,
leaving open the question of whether listeners are sensitive to fine-grained procedural
information in gesture.

Models of gesture production make differing predictions about whether or not action
information should be preferentially encoded in gesture. Models in which hand gestures emerge
out of interaction between visual-manual and linguistic forms of representation during
communication (e.g. McNeill, 1992, Kita & Özyürek, 2003) predict that action information
expressed in gesture should also impact the accompanying speech. In contrast, models that
propose that information is distributed across speech and gesture (e.g. Beattie & Shovelton,
2006; de Ruiter, 2007) predict that information that readily lends itself to manual representation
should be expressed in gesture without impacting the accompanying speech.

At present, models of gesture comprehension have not been fully specified, given that the
current debate largely focuses on whether or not gestures serve communicative functions.
However, if listeners are sensitive to quantitative differences in action information in the
context of speech, this would provide support for the hypothesis that listeners are recruiting
information from their perceptual-motor system in service of constructing meaning, and that
gesture can be a source of such information. Alternatively, listeners may be sensitive to
contrasting features of gestures, without being sensitive to the particular parameters with which
these features are produced. On this account, we would not expect listeners to be affected by
small differences in gesture form, as long as those gestures shared movement features.

The present research was designed to address three unresolved questions about the interplay
between language and gesture in communication. First, are specific action plans activated when
speakers describe a problem with a goal structure that is independent of a particular action
procedure. Second, if action information is activated, will it be realized in both speech and
gesture or only in gesture. Third, are listeners sensitive to any fine-grained procedural
information that is potentially available.

To explore these questions, we used the Tower of Hanoi task. Declarative knowledge of the
Tower of Hanoi task emerges with experience with the task, and is not tied to any particular
procedure for implementing the solution. This knowledge consists of a series of goal states
that, if achieved, will lead to the solution. Our hypothesis was that speakers would express this
declarative knowledge in their speech, regardless of the particular actions that were used to
acquire the knowledge. We further predicted that speakers would express information about
the particular actions that they had performed in their gesture, and that listeners would be
sensitive to this action information in gesture.

Methods
Fourteen pairs of participants were included in the current study. Data from an additional two
pairs in each condition were eliminated due to irregularities in the experimental procedure. The
speaker from each pair first solved the Tower of Hanoi problem, while the listener waited in
another room. In this problem, a stack of disks, arranged with the largest on the bottom to the
smallest on the top, sits on the leftmost of three pegs, and the goal is to move the stack to the
rightmost peg, moving only one disk at a time, without ever placing larger disks on top of
smaller ones. Speakers solved the problem using either heavy metal disks on wooden pegs or
cartoon pictures on a computer screen. The real objects were four weights (0.6, 1.1, 2.3 and
3.4 kilograms) resting on a 22.86 × 76.2 cm board with pegs at 12.7, 38.1 and 63.5 cm. The
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computer objects were presented on a 45.7 cm computer monitor with resolution 480 × 640.
The computer disks could be dragged horizontally from one peg to another without being lifted
over the top of the peg.

After practice solving and explaining three three-disk problems and one four-disk problem,
speakers solved the four-disk problem a second time. They then moved to a different room,
where they explained the four-disk problem to the other participant, the listener. After the
explanation, listeners returned to the original room and solved and explained the four-disk
problem twice. All listeners solved the task on the computer (speakers in both conditions were
not informed that the listener would be solving the task on the computer). In cases where the
speaker had solved the problem using the physical apparatus, a second experimenter
surreptitiously moved the apparatus out of view while the two participants were in the
explanation room. Speakers' and listeners' mouse trajectories were tracked while they solved
the problem on the computer (Spivey, Grosjean, & Knoblich, 2005).

Coding
Speech was transcribed for subsequent analysis. Gestures were coded for the hand shape and
trajectory to explore possible differences predicted from the affordances of the objects used in
the two conditions.1 All gestures depicting movement of the disks from one peg to another
were indentified in the video, and each gesture was coded for the handshape of the moving
hand(s) (Grasping/Handling or NonGrasping/NonHandling).2 Inter-rater reliability of this
judgment across two independent observers was .85. Gesture trajectory was coded from the
video record of the explanation. To calculate the trajectory, the video of each gesture was
transformed into a series of still images sampled at a rate of 10 per second. The position of
each hand was then coded from the still images by recording the location of the knuckle of the
index finger of each hand in each image using screen coordinates. For marking the hand
position, the mean distance between the points marked by the two independent observers was
13 pixels with a range of 0 to 48 pixels (screen resolution was 990×1440). Judgments of the
more experienced coder were used in all analyses.3

Results
Spoken explanations

To explore how speakers communicated this information to listeners, we investigated both
speech and gesture produced during the explanation. We expected that action information
might be particularly likely to be encoded in the verb, and so we first analyzed the verb used
across conditions. We first identified the stem for each verb and then analyzed across stems.
In multilevel models with condition and stem as fixed factors, words spoken (log-transformed)
as a covariate, and participant as a random factor, there were no effects of condition on either
the likelihood of producing particular verbs, or the frequency with which particular verbs were
spoken. Speakers in both conditions overwhelmingly tended to use a single verb, “move”, to
describe the action.

However, speakers may have expressed differences between conditions more generally in
speech. Accordingly, we further compared encoding in speech using the overall distribution
of word types and the frequency of tokens produced by speakers across conditions. There were
286 different word types produced by speakers. Speakers in the real object condition produced

1The complex dynamics of gestures and the relatively limited methods of measuring these dynamics employed here make it likely that
additional features of participants' gestures also reflect differences across conditions.
2One participant in the computer condition was eliminated from the gesture coding, because the gestures were produced primarily
perpendicular to the camera and so were unable to be coded from the video.
3The pattern of findings does not change if the judgments of the less experienced coder are used in the analyses.
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an average of 66 types and speakers in the computer condition produced an average of 82 types
(t(12)=1.17, ns). The likelihood of and frequency of producing each content word in each
condition was examined using multilevel logistic regression models with condition and stem
as fixed factors, words spoken (log-transformed) as a covariate, and participant as a random
factor. There were no significant interactions between word and condition, indicating that there
were not any particular word stems that speakers in one condition were more likely to produce,
or produced more frequently. Finally, an additional group of 18 participants given only the
audio were unable to guess which condition a given speaker had participated in (54% correct,
no different from chance (50%), t(17)=1.2, ns). Thus, it appeared that, despite their differing
action experience, speakers in the real objects and the computer condition used similar spoken
language to describe how to solve the Tower of Hanoi.

Gesture during the explanation
We next explored speakers' gestures. All speakers (N=14) depicted the movement of the disks
using hand gestures in conjunction with their speech. There were no differences between
conditions in the rate of gestures per word produced during the explanation (Computer: .051
vs. Real: .051).

We investigated encoding of information in gesture by comparing hand shapes and trajectories
of motion across conditions. To examine difference in hand shape, we used multilevel logistic
regression with the likelihood of a gesture having a grasping hand shape (versus a non-grasping
handshape) as the dependent measure, condition as a fixed factor and subject as a random
factor. Speakers in the real-objects condition used a larger proportion of grasping hand shapes,
in comparison with speakers in the computer condition (Real objects: 80% grasping gestures
versus Computer: 49%, Wald z=1.91, p=.05).

To investigate differences in trajectory, we first extracted the X and Y position of the moving
hand for each gesture over time, and then transformed the X coordinates of the coded hand
location so that the coordinates ranged from 0 to 1, and the Y coordinates so that the minimum
position was 0, for each gesture.4 Because the gestures produced by speakers were primarily
curved movements depicting the trajectory of the disks, we modeled the position of each hand
using a maximum likelihood quadratic model to predict the y-coordinate, given condition, the
x-coordinate of the hand, the quadratic of the x-coordinate, and the condition under which the
speaker had solved the problem. We used a Markov Chain Monte Carlo sample to estimate the
p values of coefficients. There was a reliable quadratic component associated with hand
position in each condition (Computer: β=-316.8, p<.0001; Real: β=-438.8, p<.0001), indicating
that participants in both conditions produced gestures with curved trajectories. However, as
can be seen in Figure 2, the size of the quadratic component was significantly greater in the
real-objects condition, leading to gestures with more curved trajectories. Consistent with this
observation, the model including an interaction with condition provided a better fit to the data
than a model without this interaction term (χ2(1)= 8.55, p=.003). Moreover, differences in
gesture were perceptible to observers. An additional group of 18 participants given only the
video were able to reliably guess which condition a speaker had participated in at better than
chance performance (58% correct, t(17)=2.79, p=.012, two-tailed). Thus, unlike the speech,
the gestures produced by speakers reflected differences in the materials used to solve the
problem - speakers who solved the problem with real objects used more grasping hand shapes
and gestured with higher, more curved trajectories.

4For gestures using both hands, we used data from the right hand. Because both hands moved in synchrony in the gestures produced with
two hands in this experiment, the transformed position of the each of the hands over time is the same.
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Listeners' movements
We examined the mouse trajectories produced by listeners when they subsequently solved the
problem to determine whether listeners extracted differential information across conditions. In
order to compare trajectories across moves with different starting and ending points, we
transformed the x-coordinates on each move so that they ranged from 0 to 1. Data from the
first 15 moves (the minimum needed to solve the problem) produced by each participant were
included in the analysis. We used a maximum likelihood quadratic model to predict the height
of the mouse, given the x-coordinate of the movement, the quadratic of the x-coordinate, and
the condition under which the speaker had solved the problem. The dependent measure was
the y-coordinate and participant was a random factor. We used a Markov Chain Monte Carlo
sample to estimate the p values of the interaction coefficients. The function fitting the mouse
trajectories had a significantly larger quadratic component for those listeners who had been
instructed by speakers who used the real objects in comparison with those listeners who had
been instructed by speakers who used the computer (Computer: β=-174.7, p<.0001; Real:
β=-261.1, p<.0001; See Figure 3).5 6 Moreover, the model including an interaction with
condition provided a better fit to the data than a model without this interaction term (χ2(1)=
182.0, p<.0001). Thus, listeners' mouse trajectories differentially reflected the procedural
knowledge experience of the speaker.

Finally, we explored whether cues from speakers' gesture were related to listeners' behavior.
For each speaker, we estimated an average trajectory of motion when gesturing using a
quadratic regression model and then calculated the average gesture height for each speaker
using the value predicted halfway through the gesture. We also calculated the number of
gestures produced with a grasping hand shape for each speaker. For each listener, we estimated
the average trajectory of mouse motion using a quadratic model, and similarly calculated the
listeners' mouse height using the value predicted halfway through the average movement. We
then investigated whether parameters of speakers' gestures were related to the height of
listeners' mouse movements using a regression model with speakers' average gesture height
and number of grasping gestures as predictors, and listeners mouse height as the dependent
measure. As depicted in Figure 2, there was a significant positive relation between the average
height of a particular speakers' gesture and the height of the listeners' subsequent mouse
movements (β=.7, t(9)=2.813, p=.02). The effect of number of grasping gestures did not reach
significance (β=4.7, t(9)=1.2, ns).

Discussion
Our results demonstrate that embodied action-plans are activated when speakers describe the
goal structure of a task. Moreover, speakers' hand gestures, but not their speech, reflected their
procedural knowledge of the task, demonstrating that gesture can be a vehicle for the expression
of information that is unlikely to be expressed in the accompanying speech. This clear division
of labor supports models in which information can be expressed in gesture without impacting
the accompanying speech (e.g. Beattie & Shovelton, 2006; de Ruiter, 2007).

Furthermore, procedural information from gesture was incorporated into listeners' subsequent
behavior. These findings go beyond previous demonstrations that listeners glean information
from gesture to reveal that listeners can extract fine-grained perceptual-motor information from
gesture during naturalistic communication.

5Additional reliable fixed effects in the model were as follows: There was a reliable linear component to the movements (β=163.0, p<.
0001), and the linear component interacted with condition (Real: β=91.1, p<.0001).
6Listeners were equally facile at solving the task across conditions. There was not a statistically significant difference in the number of
moves required for the first (Real: 23.9, Comp: 25.1, t(12)=.25) or second solution (Real: 39.1, Comp: 26.9, t(12)=.83).
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These findings have important implications for theories of gesture production as well as gesture
comprehension. In addition to online sensitivity to syntactic packaging in the accompanying
speech (Kita & Özyürek, 2003; Kita et al, 2007), gestures have access to detailed information
from the perceptual-motor system that does not influence the accompanying speech. Speakers
in the current study who had solved the problem with real objects reproduced features of their
motor movements in their gesture. This suggests that, during communication, speakers were
not only activating the particular goal of their movement, which were expressed in the
concurrent speech (e.g. “Move the largest disk all the way over”), but also the specific motor
plan that would accomplish this goal, which was expressed in the concurrent gesture (e.g.
grasping and lifting or clicking and dragging). Although it had been hypothesized that gestures
emerge from perceptual and motor simulations during communication (Hostetter & Alibali,
2008; Kita, 2000; McNeill, 1992; Streeck, 1996), it was not known whether speakers provide
reliable perceptual-motor information in their gesture when physical objects are not available
in the immediate environment. Speakers could also derive their gestured representations from
more abstract representations of task goals.

Moreover, the relation between the trajectory of the observed gesture and the trajectory of the
subsequent mouse movement suggests that imitative learning of procedural knowledge can
occur even when actions are represented, rather than performed overtly. When processing sign
language, signers often ignore iconic features of signs - the neural activation associated with
processing signs, even pantomime-like signs, is similar to that associated with processing non-
iconic spoken words and different from that observed when processing iconic pantomimes
(Emmory et al., 2004). Yet, outside the context of speech, observers can use quantitative
features of another person's motor behavior to make inferences about the object that person is
interacting with. For example, observers can detect the weight of a box that is being lifted by
another person (Runeson & Frykholm, 1981). Here we demonstrated that even in the context
of spoken communication, listeners are sensitive to small changes in movement dynamics,
suggesting that, like speakers, listeners may be constructing perceptual-motor simulations
during communication.

There is considerable evidence that listeners are affected by speakers' gesture (e.g. Cassell,
McNeill, & McCullough, 1999; Goldin-Meadow, Kim, & Singer, 1999; Graham & Argyle,
1975; Holle & Gunter, 2007; Kelly, Kravitz, & Hopkins, 2004; Özyürek, Willems, Kita &
Hagoort, 2007; Silverman et al., in press; Wu & Coulson, 2005). However, much of this work
has presented gesture under carefully controlled conditions, using targeted assessments of
information uptake. Here speakers' gesture affected listeners' behavior during spontaneous
communication (see Goldin-Meadow and Singer, 2003, for related findings). Moreover, these
findings provide the first evidence that listeners are sensitive to quantitative differences in
gesture form. Listeners in all conditions saw grasping and pointing hands moving in curved
trajectories, what varied across conditions was the probability of grasping handshapes, and the
amount of curvature in the trajectories. These features did not go unheeded, but rather were
related to the subsequent behavior of the listeners. Thus, in addition to being sensitive to
qualitative differences in gesture shape, trajectory or location, listeners can use quantitative
information from gesture to extract information about the world.

These findings are consistent with the hypothesis that, when interpreting language, even
abstract language, listeners activate perceptual and motor information (Glenberg & Kaschak,
2002; Glover, Rosenbaum, Graham, & Dixon, 2004; Kaschak et al., 2005; Richardson, Spivey,
Barsalou, & McRae, 2003; Zwaan, Stanfield, & Yaxley, 2002). For example, after hearing a
sentence about movement towards their own body, listeners are quicker to make a movement
in the same direction (Glenberg & Kaschak, 2002). As this example demonstrates, the
activation of perceptual and motor representations in listeners has been inferred primarily from
facilitation and/or decrements in performance on secondary perceptual-motor tasks like picture
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verification or lever pulling. These secondary tasks may be reorganizing processing by
activating the very systems under investigation. For example, instructions to move one's own
body can facilitate recognition of bodily postures in others, by activating aspects of one's body
schema that would not be recruited without instructions (Reed & Farah, 1995). Here we provide
evidence that perceptual-motor representations are activated during human communication
using data from naturalistic behavior of speakers and listeners, revealing that these effects are
not artifacts of the particular secondary tasks used to measure perceptual and motor processing.

In sum, our hands are clearly a valuable resource for communicating information about
performing actions in the world that is not expressed in concomitant speech; human
communication is not only do as I say, but also do as I do.
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Figure 1.
The Towers of Hanoi used in the Real Objects and Computer conditions.
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Figure 2.
Differences in listeners' movement of the computer objects as a function of the motor
experience of the speaker each listener observed. (a) Gesture trajectories predicted from the
position of speakers' hands over time. The x and y axes are video image coordinates. (b) Mouse
trajectories predicted using data from the first 15 moves made by the listener, superimposed
on the computer display. The x and y axes are screen coordinates. (c) The relation between
speakers' gesture height and listeners' mouse height. The x and y axes are pixels.
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