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Abstract

Several previous discounting studies have used the R? measure to identify data sets with poor fits to
a mathematical discounting model as nonsystematic data to be eliminated before further analyses are
conducted. Data from three previous delay-discounting studies (6 separate groups, with a total of
161 individuals) were used to demonstrate why using R? to assess the fits of discounting data is
problematic. A significant, positive correlation between discounting rate parameter and RZ was found
in most groups, showing that R2 is more stringent as a measure of fit for low discounting rates than
for high discounting rates. Furthermore, it is suggested that identifying nonsystematic data based on
any measure of fit to a mathematical discounting model may be problematic because it confounds
discounting rate comparison with the issue of discounting model assessment. Therefore, a model-
free method to identify nonsystematic data is needed. An algorithm for identifying nonsystematic
data is presented that is based on the expectation of a monotonically decreasing discounting function.
This algorithm identified 13 cases out of the 161 reanalyzed data sets as nonsystematic. These
nonsystematic data are presented, along with examples of data not identified as nonsystematic. This
algorithm, or modifications of it, may be useful in a variety of human and nonhuman animal
discounting studies (e.g., delay discounting, probability discounting) as an alternative to the R2
measure for identifying nonsystematic data. The algorithm may be used in empirical investigations
to improve discounting methodology, and may be used to identify outliers to be removed from
analyses.

Keywords
delay discounting; probability discounting; hyperbolic discounting; R?; outliers

Delay discounting (also referred to as “time” or “temporal” discounting) is the concept that
delaying a consequence decreases its effect on behavior (Critchfiled & Kollins, 2001). Such
devaluation of delayed consequences has been demonstrated in both human and nonhuman
animals, typically with choice procedures revealing that, all else being equal, sooner reinforcers
are preferred over delayed ones, and delayed losses or punishments are preferred over sooner
ones (e.g., Ainslie, 1975; Baker, Johnson, & Bickel, 2003; Benzion, Rapoport, & Yagil,
1989; Chung & Herrnstein, 1967; Deluty, 1978; Green, Fisher, Perlow, & Sherman, 1981;
Green, Fry & Myerson, 1994; Loewenstein, 1988; Logue, 1988; Mischel, Shoda & Rodriguez,
1989; Rachlin, Raineri, & Cross, 1991; Rachlin & Green, 1972; Shelly, 1993; Thaler, 1981).
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Delay discounting is considered a behavioral model of impulsivity, and the use of laboratory
choice procedures may represent the best way to empirically quantify delay discounting
(Ainslie, 1975).

Application of delay-discounting methods and analyses has rapidly expanded to address a
variety of issues of clinical and theoretical importance. For example, several drug-dependent
populations discount future consequences at high rates, indicating that delay discounting may
serve a fundamental role in drug dependence (for reviews see Bickel & Johnson, 2003;
Reynolds, 2006). Studies in rats suggest that high delay-discounting rates are associated with
vulnerability to acquisition of cocaine self-administration (Perry, Larson, German, Madden &
Carroll, 2005), greater nicotine seeking during nicotine extinction, and greater reinstatement
of nicotine seeking by re-exposure to nicotine-associated cues (Diergaarde et al., 2008). Human
studies suggest that high delay-discounting rates may predict lack of success in drug-
dependence treatment (Dallery & Raiff, 2007; Krishnan-Sarin et al., 2007; Yoon et al.,
2007). Similarly, individuals with other psychiatric problems have also been shown to discount
at high rates (Alessi & Petry, 2003; Barkley, Edwards, Laneri, Fletcher, & Metevia, 2001;
Crean, de Wit, & Richards, 2000; Rounds, Beck, & Grant, 2007). In addition to behavioral
pathology, delay discounting may further the analysis of virtually any human behavior
involving delayed consequences, from academic study patterns to environmental conservation
(Critchfiled & Kollins, 2001). Human studies have demonstrated that delay-discounting rate
differs across lifespan development (Green, Myerson, Lichtman, Rosen, & Fry, 1996; Green,
Myerson, & Ostaszewski, 1999), levels of income (Green et al., 1996), and cultures (Du, Green,
& Myerson, 2002). Furthermore, delay discounting has diverse theoretical implications. For
example, the mathematical form of delay discounting may inform theories of animal foraging
(Critchfield & Atteberry, 2003; Green & Myerson, 1996), and may account for compulsions,
the perception of pain, and willpower (Ainslie, 2001). Delay discounting has proven to be
methodologically applicable and theoretically relevant to a variety of scientific interests, and
has resulted in an increasingly expanding scientific literature.

Given the myriad current and potential applications of delay discounting, a critical goal for
investigators is to establish valid and sensitive procedural and analytic methods for future
research. In fact, several reports have focused primarily on procedural issues, such as the
development or comparison of delay-discounting procedures (e.g., Epstein, Richards, Saad,
Paluch, Roemmich, & Lerman, 2003; Kowal, Yi, Erisman, & Bickel, 2007; Lane, Cherek,
Pietras, & Tcheremissine, 2003; Reynolds & Schiffbauer, 2004), the reliability of delay-
discounting measures (Ohmura, Takahashi, Kitamura, & Wehr, 2006; Simpson & Vuchinich,
2000), and the use of hypothetical instead of real rewards in delay-discounting procedures
(Johnson & Bickel, 2002; Lagorio & Madden, 2005; Madden, Begotka, Raiff, & Kastern,
2003; Madden et al., 2004). However, a relatively unexplored issue is the identification of
nonsystematic data in delay-discounting research. In discounting studies, some subjects
provide more systematic data than others. For example, some subjects may generate data
showing the value of delayed rewards to increase and decrease across delays in a haphazard
fashion. An objective method for identifying such cases may assist in improving research
methods and conducting statistical analyses.

Use of R2 for Testing Model Fit and Data Elimination

Often the R2 measure is used to assess the fit of a set of indifference points (magnitude of
immediate outcome subjectively equivalent to the delayed larger outcome) to a mathematical
discounting model. Moreover, researchers have commonly identified those data sets with an
R? less than some threshold (e.g., R2< 0, .3, .4, or .5) and eliminated these data sets from
comparative analyses (e.g., Acheson, Richards, de Wit, 2007; Epstein et al., 2003; Green &
Myerson, 1995; Hamidovic, Kang, & de Wit, 2008; Myerson & Green, 1995; Ohmura et al.,
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2006; McDonald, Schleifer, Richards, & de Wit, 2003; Reynolds, Richards, & de Wit;
Richards, Zhang, Mitchell, & de Wit, 1999; Reynolds & Schiffbauer, 2004; Simpson &
Vuchinich, 2000). An R2 value is obtained by using nonlinear regression to fit the data to a
mathematical discounting model. The hyperbolic decay model, developed by Mazur (1987)
and expressed in Equation 1, is a widely utilized single parameter model for discounting data,
and will be used to obtain R? in subsequent analyses. In this equation, | is the indifference point
expressed as a proportion of the later outcome amount. D is the delay from the choice until the
occurrence of the outcome, and k is a free parameter that serves as an index for discounting
rate (i.e., impulsivity). We use the term “rate” for convenience. However, in hyperbolic
discounting, k does not represent a global discounting rate across the discounting function (i.e.,
an equal proportional decrement in value with every equal unit of delay), as is the case with
exponential discounting. Instead, hyperbolic discounting implies that discounting rate is
greatest at the shortest delays and declines as a function of increasing delay (Frederick,
Loewenstein, & O’Donoghue, 2002).

I= ]
1+kD (1)

RZ is defined in Equation 2, in which SSE represents the sum of squares error. In this equation,
the mean of the data represents the alternative or null hypothesis of the model, i.e., that the
independent variable (delay) has no relation to the dependent variable (indifference points).

SSEmode[

R=1-
SSE prean (2)

R? is typically interpreted as the proportion of variance explained by the model. This
description is not appropriate as it is with linear regression (Ratkowsky, 1990). In linear
regression the ratio in Equation 2 can never be greater than 1, and R2 can never be less than
zero, because the SSE for the mean represents the maximum SSE possible for the model. That
is, a horizontal line through the mean of the data will always result in equivalent or greater
error than a line with its slope and intercept free to vary (i.e., the linear model). In contrast,
with nonlinear regression the SSE for the mean does not represent the maximum SSE possible
for the model. The mean may provide less error than the nonlinear curve, resulting in a negative
R2 value (Motulsky & Christopoulos, 2003). Therefore, the SSE for the mean in nonlinear
regression represents a rather arbitrary comparator for the fit of the nonlinear model, which
calls into question the interpretation of R2 as the proportion of explained variance. Indeed, it
has been argued that R2 does not provide any clear meaning when applied to nonlinear
regression (Ratkowsky, 1990).

An Empirical Demonstration of the Problematic Nature of R2 in Discounting

Analyses

This and subsequent analyses used indifference points for a hypothetical $1000 reward
collected from 161 research participants in three previously published studies: 18 opioid-
dependent participants and 38 control participants from Madden, Petry, Badger & Bickel,
1997; 23 heavy tobacco smokers and 22 control participants from Bickel, Odum & Madden,
1999; and 30 heavy tobacco smokers and 30 control participants from Baker et al., 2003. The
procedures used to assess delay discounting in these participants were typical for delay-
discounting studies with humans. All studies used methods generally developed by Rachlin et
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al. (1991) in which a series of hypothetical choices between an immediate amount of money
and a delayed $1000 reward was presented at each of seven delays. At each delay, the
magnitude of the immediate reward was titrated across trials until the participant’s choices
indicated indifference between the immediate reward amount and the delayed $1000. As shown
in Table 2, the studies differed regarding choice presentation method (computer or index cards),
method for titrating immediate reward value, and delays assessed. These methodological
variations, along with the examination of differing populations (opioid-dependent, tobacco-
dependent, and non-dependent control participants) helped to evaluate whether analysis results
were robust across methodologies and populations.

Table 2 shows Spearman correlations between the discounting parameter k (Equation 1) and
R2 for each of the six groups. In four of the six groups, k was significantly (i.e., p<.05) and
positively correlated with R2. The smoking group in the Baker et al. (2003) study showed a
nonsignificant trend toward a positive correlation. The opioid-dependent group in the Madden
et al. (1997) study showed no substantial trend, possibly because this group had the lowest
number of participants (less power than other correlations). These results show that as a
measure of discounting function fit, R? is biased toward reporting a better fit for high-rate (i.e.,
more impulsive) discounting data. Because R? assesses the fit of the model relative to the fit
of the mean of the data, R? is more stringent on discounting functions as they approach zero
discounting. The error associated with the mean will tend to be smaller with low-rate
discounting because all indifference points, even those at long delays, will be relatively close
to 1 and resemble a horizontal line. With higher-rate discounting, indifference points may range
from values close to 1 at short delays, to values close to 0 at long delays, resulting in a relatively
large SSE associated with their mean, a large denominator in the ratio in Equation 2, and a
relatively large R2.

To illustrate the drawback of R? for delay-discounting data, Figure 1 displays indifference
points and best-fitting hyperbolic functions for two individual participants from the Bickel et
al. (1999) control group. The upper curve and squares are the data of participant EA, and the
lower curve and circles are the data of participant WM. The SSE (which is based upon the
residuals for the model tested) is smaller for participant EA (SSE=.02) than for participant WM
(SSE =.16), indicating a better fit for participant EA. However, the R2 measure indicates a
superior fit for participant WM (R2=.79) relative to participant EA (R2=.36). The discrepancy
results from the fact that the error associated with the mean of the data (SSEnean in Equation
2) is greater for the higher-rate (i.e., more impulsive) discounting curve, simply because the
indifference points span a greater range of values across delays.

Unlike R2, which confounds model fit with discounting rate, goodness-of-fit measures such as
SSE and the root mean squared error (RMSE) are not influenced by a comparison to the mean
of the data (i.e., the ratio in Equation 2). Such measures have occasionally been used to quantify
model fit in the delay-discounting literature (two instances are Kirby & Santiesteban, 2003,
using RMSE, and Madden et al., 1997, using SSE). In addition, a variety of other approaches
have been recommended as methods for evaluating nonlinear regression models based on
model generalizability rather than goodness-of-fit, such as the Akaike information criterion
(AIC) and the Bayesian information criterion (BIC) (Burnham & Anderson, 2002; Forster,
2000; Pitt & Myung, 2002; Zucchini, 2000). Perhaps the best method for evaluating models is
to empirically test divergent predictions of competing models (Roberts & Pashler, 2000; Shull,
1991), a strategy utilized in a few analyses of competing discounting models (Ainslie, 1975,
Mazur, 1987, Green, Fristoe & Myerson 1994). While there are advantages to these methods
as well as goodness-of-fit methods (e.g., Forster, 2000; Pitt & Myung, 2002; Roberts & Pashler,
2000; Zucchini, 2000), they are all intended to assess the appropriateness of a given
mathematical model (or compare competing models) for describing empirical data. The use of
such methods for identifying data as nonsystematic (as has been done with R in several
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discounting studies) turns this situation on its head. Instead of using the data to determine the
appropriate model, this approach assumes the given model (e.g., Equation 1) is a perfect
standard by which the validity of empirical data is to be judged. Because support exists for
multiple models of discounting (e.g., Green, Fry & Myerson, 1994; Loewenstein & Prelec,
1992; Mazur, 1987; Myerson & Green, 1995; Rachlin, 1989), using the fit or generalizability
index of any single model to assess the validity of data may be problematic. While the use of
measures such as SSE or RMSE for identifying nonsystematic data would be superior to R?
because they are not typically correlated with discounting rate, their use nonetheless
unnecessarily confounds the issue of discounting rate comparison with the issue of model
assessment. A preferable method for identifying nonsystematic discounting data would make
no assumption about the optimum mathematical model to be employed, and would be based
instead on basic expectations of the data that may relate to their validity.

Algorithm for Identifying Nonsystematic Data

An algorithm was developed to identify nonsystematic discounting data. This algorithm was
intended to identify instances in which indifference points were not monotonically decreasing
with delay. Specifically, data were identified as nonsystematic if either or both of the two
following criterion were met: 1) if any indifference point (starting with the second delay) was
greater than the preceding indifference point by a magnitude greater than 20% of the larger
later reward (i.e., $200); 2) if the last (i.e., 25-year) indifference point was not less than the
first (1 day or 1 week, depending on the study) indifference point by at least a magnitude equal
to 10% of the larger later reward (i.e., $100). Instances of either criterion call into question the
validity of results. Violation of criterion 1 suggests that further delay causes reward value to
increase rather than decrease. We allowed increases up to 20% to avoid being overly stringent,
and to allow some variability in the data. Violation of criterion 2 in the data reanalyzed here
indicates that an individual does not discount by at least 10% in 25 years (e.g., would prefer
to wait 25 years to receive $1000 rather than receiving $900 now). Such data suggest that delay
had no effect on reward value. The specific parameters utilized (i.e., 20% for criterion 1 and
10% for criterion 2) were, and selected after applying several combinations of parameters and
judging the resulting excluded and included cases by visual inspection.

Four data sets out of the 161 total examined were identified as nonsystematic due to criterion
1. That is, at least one indifference point (starting with the second delay) was greater than the
preceding indifference point by a magnitude greater than 20% of the larger later reward (i.e.,
$200). These four data sets are shown in Figure 2. Data sets are labeled by study and participant
identifier. For each data set in Figure 2 and in subsequent figures, the data are shown in two
ways. The left panel under each participant identifier shows the seven indifference points
equidistantly along the x-axis, so that each indifference point may be clearly seen. The right
panel under each participant identifier shows the seven indifference points proportionally
according to their delay, along with the best-fitting hyperbolic function (Equation 1) through
the points. In each of these data sets, at least one indifference point suggests a departure from
a monotonically decreasing function.

Nine data sets out of the 161 total examined were identified as nonsystematic due to criterion
2. That is, the last (i.e., 25-year) indifference point was not less than the first (1-day or 1-week)
indifference point by at least a magnitude equal to 10% of the larger later reward (i.e., $100).
These nine data sets are shown in Figure 3. Inspection of the data sets in Figure 3 suggests that
these participants were not sensitive to delay. That is, even at delays ranging from 1 day (or 1
week) to 25 years, the independent variable (delay) had no demonstrated influence on the
dependent variable (indifference point). One participant (Baker Smoker 78) discounted the
hypothetical $1000 reward almost completely at all delays studied, while the other eight
participants showed no discounting of the hypothetical $1000 reward even at 25 years.
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In order to highlight the difference between using RZ and the proposed algorithm as a method
for identifying nonsystematic discounting data, Figure 4 shows the six data sets with the lowest
R2 values (ranging from —3.59 to 0.26) out of the 148 data sets not identified as suspect by the
algorithm. If a study were to use R2 as a basis for identifying nonsystematic data, some or all
of these data sets would have been eliminated from analyses (depending on the threshold used
to identify a low R2 value). However, none of these data sets were identified as nonsystematic
by the algorithm. Because all six cases show evidence of a monotonically decreasing
discounting function, regardless of their fit to any mathematic model, we believe eliminating
these data would be inappropriate.

In order to show other instances of data (other than those shown in Figure 4) that were not
identified as nonsystematic, four data sets from each of the six groups were randomly sampled
from the 142 data sets not represented in Figures 2 — 4. These 12 data sets are shown in Figure
5. Comparing the data sets presented in Figures 2 and 3 to the data sets in Figure 5 provides a
basis for visually comparing those data that are and are not identified by the algorithm as
nonsystematic. This visual comparison supports the notion that data identified as nonsystematic
(Figures 2 and 3) are more questionable in their validity than the data not identified as
nonsystematic (Figure 5).

Discussion

Delay-discounting data from three previously published studies, which included six distinct
groups of both drug-dependent and control individuals, were used to demonstrate that the R?
measure of fit is positively correlated with discounting rate, with R2 being more stringent on
low-rate discounting data and more lenient on high-rate discounting data. It was shown that
data sets with low R? values often appear valid by visual inspection (Fig. 4). An algorithm for
identifying nonsystematic discounting data was introduced that is based on the expectation of
amonotonically decreasing form for discounting data, and that is unrelated to the fit of the data
to any particular mathematical discounting model. This algorithm can easily be implemented
as a formula in a spreadsheet containing indifference point data.

Data from the three previously published studies were used to test the utility of the algorithm.
We believe this algorithm categorized data sets appropriately because visual inspection of the
data sets identified as nonsystematic by the algorithm demonstrated deviations from a
monotonically decreasing discounting function. Data sets that were identified by criterion 1 of
the algorithm (Fig. 2) showed at least one data point that deviated from a monotonic function,
suggesting that for at least one point, further delay caused reward value to increase rather than
decrease. Such data may suggest that the participant did not understand the task, that
experimental conditions did not encourage careful responding (e.g., resulted in
inattentiveness), or that data were based on idiosyncratic rule-governed behavior (i.e., the
assignment of differential importance to one delay, for example, when rent is due) rather than
reflecting a more fundamental discounting rate.

Data sets that were identified by criterion 2 of the algorithm (Fig. 3) indicated that delay had
no effect on reward value, calling into question the face validity of results. It is difficult to
believe that participant Baker Smoker 78 would truly prefer $100 now rather than waiting even
a single day for $1000, and that the other eight individuals would truly prefer to wait 25 years
for $1000 rather than receiving $900 now. It is possible that these individuals are extremely
high (Baker Smoker 78) and extremely low (the other eight participants) discounters. However,
it is the inability to distinguish nonsystematic data from high or low discounting that makes
these data suspect. Such data may suggest that the participant did not understand the task, or
that experimental conditions did not encourage careful responding (e.g., exclusive responding
for one reward in order to finish the task easily). Furthermore, the observation that 8 out of 9
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participants identified as nonsystematic by criterion 2 showed exclusive preference for delayed
rewards may suggest that these participants were influenced by demand characteristics of the
experiment. That is, selecting delayed rewards may be viewed as socially desirable, perhaps
implying greater intelligence or responsibility. In this respect, criterion 2 may serve a function
similar to scales within personality assessment instruments designed to detect deception or
socially desirable responding (e.g., Nichols & Greene, 1997;Peebles & Moore, 1998).

As noted above, the specific parameters utilized in the algorithm (i.e., 20% for criterion 1 and
10% for criterion 2) were selected after applying several combinations of parameters to the
161 delay-discounting data sets analyzed here. Other parameters, or the utilization of only one
of the criteria, may be appropriate for other experiments. For example, criterion 1 may be
adjusted to allow less or more variability in the data. A threshold of 10% would allow for less
variability and identify a greater number of data sets as nonsystematic. A threshold of 30%
would allow for more variability and identify fewer data sets as nonsystematic. Another way
to allow for more variability in the data would be to allow a single individual indifference point
to deviate from a monotonically decreasing function. Indeed, inspection of Figure 2 suggests
that in each of the four data sets identified as nonsystematic by criterion 1, only a single
indifference point was deviant. If one wished to accept such data sets as systematic, while
identifying as nonsystematic instances in which multiple indifference points were deviant, a
two-step process may be employed. First, apply criterion 1 as described thus far. Then, identify
and eliminate the first single deviant indifference point, and reapply criterion 1 to the remaining
indifference points. Only those data sets that are still flagged by the criterion would be identified
as nonsystematic. In data sets with only a single deviant indifference point, investigators may
consider removing this point before analysis with nonlinear regression.

Criterion 2 may also be adjusted. While the failure to demonstrate at least minimal discounting
of money may seem incredulous if the longest delay in the experiment is 25 years, minimal
discounting may seem believable if discounting is only assessed at much shorter delays. As an
example, in a human discounting procedure using delays up to 90 seconds, Lane et al.

(2003) found several instances of individuals who showed no discounting (exclusive preference
for the larger delayed reward). These data were likely valid because of the short delays, and
because trial-by-trial consequences were used. Therefore, depending on the delays utilized and
the nature of the study, it may be considered valid for an individual to discount by less than
10% from the first to last time point, and criterion 2 may be eliminated. If criterion 1 is
eliminated and low rates of discounting are accepted as valid, one may encounter difficulty in
computing a discounting parameter estimate (k value) because nonlinear regression will not
be able to converge when indifference points are equivalent across delays. If all indifference
points are 100% of the delayed reward value (i.e., exclusive preference for the larger later
option), an algebraic solution may be used, which will result in k = 0. If indifference points are
equivalent across delays but are less than 100% of the delayed reward value, the final
indifference point value may be reduced by a trivial amount (e.g., by one ten-thousandth),
which will allow the nonlinear regression to converge on a k value.

The proposed algorithm may be useful to investigators in at least two respects. First, by
identifying cases of nonsystematic data, investigators may manipulate variables such as
discounting assessment procedures, environment, subject condition, and subject characteristics
in order to investigate circumstances under which more systematic data are generated. For
example, the algorithm may be a useful metric to include as a dependent variable in future
studies similar to those that have focused on the development or comparison of delay-
discounting procedures (e.g., Epstein et al., 2003; Kowal et al., 2007; Lane et al., 2003;
Reynolds & Schiffbauer, 2004; Robles & Vargas, 2007). The results of such investigations
may improve research methodology in the study of discounting processes.
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Second, as an alternative to R2, the algorithm, or a variation of it, may improve an experiment’s
power to detect discounting effects. As suggested by Fig. 4, when using R? to identify and
eliminate nonsystematic data, several apparently orderly data sets are likely to be eliminated
because their RZ value is below an arbitrary elimination threshold (e.g., R? of 0, .3., .4 or .5).
Some studies have eliminated large portions of their collected data by using such a threshold.
To the degree that the proposed algorithm more accurately detects instances of nonsystematic
data without false identifications, using the algorithm instead of R to identify and eliminate
nonsystematic data before group or condition comparisons may yield greater experimental
power from a given number of subjects. This use of the algorithm is essentially a method of
eliminating outliers from discounting data. An outlier can be viewed as an experimental result
that is caused by processes other than the process being investigated, and it is generally
recommended that outliers be removed from data analysis (Ratcliff, 1993). In delay discounting
studies, an outlier may be conceptualized as a set of indifference points generated by processes
other than delaying the consequence. As mentioned above, such processes may include
inattentiveness, attempts to easily end the task, rule-governed behavior, or demand
characteristics of the experiment.

One alternative to using R? or the proposed algorithm to identify and eliminate data is to include
all data for analyses and not use any identification method. This may be appropriate for many
studies in which very systematic data are generated. This was the approach used in the original
published analyses for the three studies reanalyzed here (Baker et al., 2003; Bickel et al.,
1999; Madden et al., 1997). It should be noted that for the purposes of this paper the drug-
dependent and control groups within each of these three original studies were statistically
compared (t-tests of log transformed k values) after eliminating data identified as nonsystematic
by the algorithm. Results were consistent with original findings. That is, the drug dependent
group showed statistically greater discounting than the control group in each of the three
comparisons. However, other studies may use methods or subjects that may result in a greater
number of instances of spurious data than the studies reanalyzed here. In these situations,
application of the proposed algorithm, and elimination of the identified nonsystematic data,
may allow investigators to find statistically significant effects where no significant effects
would be found with the entire data set.

Although the data reanalyzed here were delay-discounting data, the proposed algorithm is
applicable to other experimental forms of discounting assessment, such as probability
discounting (Rachlin et al., 1991), social discounting (Jones and Rachlin, 2006), and effort
discounting (Mitchell, 2004). In addition, although the data reanalyzed here were human data,
the algorithm may be useful in nonhuman animal studies of discounting processes. Like human
studies, nonhuman animal studies may use the algorithm as a metric to identify experimental
conditions under which more orderly data may be generated, and as an alternative to R2 for an
objective method to identify outliers to exclude from analyses. Some of the hypotheses
mentioned above as to why a subject’s data might be nonsystematic (e.g., not understanding
the task) may not apply to nonhuman animal studies. However, nonsystematic data identified
by the algorithm may suggest that the experimental conditions need to be altered (e.g.,
additional training sessions to achieve stability). Because nonhuman animal studies run many
sessions in order to achieve stability, a variation of the algorithm may also be incorporated as
a metric to detect if stability has been achieved (cf., stability criterion in Winstanley, Dalley,
Theobald, & Robbins, 2003).

In summary, the proposed algorithm or variations of it may be useful in awide variety of human
and nonhuman animal studies investigating any of several forms of discounting. Studies that
result in a substantial number of questionable discounting data sets may use the algorithm to
identify outliers to be considered for exclusion from further analyses. More importantly, the
algorithm may be used as a metric in studies that investigate discounting procedures, which
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may improve discounting methodology, and in turn increase our understanding of discounting
process and their role in a variety of other scientific domains.
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Figure 1.
Indifference points, best-fitting hyperbolic functions, and R? values for two individual
participants from the Bickel et al. (1999) control group.
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Figure 2.

Four discounting data sets out of the 161 total examined that were identified as nonsystematic
due to any indifference point (starting with the first delay) being greater than the preceding
indifference point by a magnitude greater than 20% of the larger later reward (i.e., $200). The
left panel under each participant identifier shows the seven indifference points equidistantly
along the x-axis, and delay units are shown on the x-axis. The right panel under each participant
identifier shows the seven indifference points proportionally according to their delay (shown
in units of days), along with the best-fitting hyperbolic function (Equation 1) though the points.
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Figure 3.

Nine discounting data sets out of the 161 total examined that were identified as nonsystematic
due to the last indifference point (25-year) not being less than the first indifference point (1-
day) by at least a magnitude equal to 10% of the larger later reward (e.g., $100). Other details

asin Fig. 2.
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Figure 4.

The six data sets with the lowest R2 values (ranging from —3.59 to 0.26) out of the 148 data
sets not identified as nonsystematic by the algorithm. Other details as in Fig. 2.
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Figure 5.

Four data sets from each of the six groups randomly sampled from the 142 data sets not
represented in Figures 1 — 3. (i.e., not identified as nonsystematic by the algorithm, and not
among the 6 lowest R? data sets in Fig. 3). Other details as in Fig. 2.
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Table 1
Methods used to collect delay discounting data in original studies.

Method of titrating immediate reward
value across trials within each delay

Study Choice Presentation assessment Delays
Baker et al. (2003) Computer Pseudorandom selection from within 1 day, 1 week, 1 & 6 months, 1 &5
limits that converged on an indifference & 25 years
point via algorithm
Bickel et al. (1999) Index cards Ascending and descending titration 1 & 2 weeks, 1 & 6 months, 1 & 5
performed separately, and the two & 25 years
resulting indifference points were
averaged
Madden et al. (1997) Index cards Ascending and descending titration 1 & 2 weeks, 2 & 6 months, 1,5 &
performed separately, and the two 25 years
resulting indifference points were
averaged
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Spearman correlations between discounting parameter k and R? for each of the six groups.

Table 2
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Group n Spearman’s p p value
Baker Controls 30 0.559 .001
Baker Smokers 30 0.261 164
Bickel Controls 22 0.570 .006
Bickel Smokers 23 0.505 .014
Madden Controls 38 0.385 .017
Madden Opioid 18 0.051 .842
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